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Resource Dynamics and the Economy

Prior to the era of industrial man, much of human capital and effort was devoted to interaction with Nature’s forces and to utilising natural resource capital that is of a renewable or organic kind. Continuous energy from the Sun, a little from beneath the surface of the Earth, plus gravity, all involving entropy generation, combined with the position and properties of the Earth, powers all the forces of Nature: climate, seasons, ocean and atmospheric movement, precipitation, water flow to rivers and aquifers and the carbon cycle, enabling the propagation/regeneration of natural resources of top-soils, forests, plants, animals [including humans], insects, fish and other living matter. Such resources are consumed and then returned to Nature over time in complex, inter-reacting regenerative cycles, which cycles have existed for millions of years. The life cycles of the processes involved can be measured from the short term to the very long term, but with a significant annual, seasonal element affecting many.

Figure 1 Pre-industrial Force and Resource Regeneration.

With the dawn of industrial man came the development and utilisation of resources which may be regarded on a human timescale as being non-renewable, in particular, energy in the form of coal, oil and natural gas, and some key minerals and metals, allied to increased entropy generation to the system, enabling the human population to advance in size and to acquire significant amounts of manufactured capital. A more recent effect has been an impact on natural resource capital, previously regarded as renewable, such as topsoil, forests, water and food sources. Terms of potential degradation and overuse come to mind for these.

The format of this paper is to set out some of the dynamics of resources; and then to examine empirically world trends of key non-renewable and renewable resources and climate change.

Non-Renewable Resource Dynamics

Turning first to non-renewable resources exploited by man, these do not have an input from Nature or the Sun, and mostly do not have a recycling/regeneration component, only an output of productive content, the flow of which is determined at the initial stage by such factors as their use or utility to human activity, the estimated quantities and qualities of economically recoverable resource reserves, their ease of abstraction, and the costs of transport and development and energy consumed to bring them to final demand. In respect of resources such as copper, iron and others, a proportion can at some stage be recycled back into the production system via scrap reclamation. Development of non-renewable resources in the long-term follows a well-known S-shaped path as illustrated by figure 2.

Figure 2 A Non-renewable resource reserve.
At a particular point in time information may be known of volume production rates and cumulative production to date, and knowledge of remaining net proven reserves that are being tapped can also be estimated, from for example geological data. What is not known for certain is what other reserves may be discovered or become recoverable in the future. It can be seen that production climbs to a peak at about the midpoint of known reserves [used and yet to be used], and thereafter declines as reserves dwindle. Further discoveries may extend the life of a non-renewable resource, such that the peak of the production curve moves further to the right.

Superimposed on the long-term development curve are other factors, some short term, including: elasticity effects, changes in production output and prices arising from the impact of world economic activity/trade, political and aggressive conflicts, the impact of resource agency management and ownership in regulating output, the discovery or not of further reserves to extend the life of a resource, the reliability of disclosed data of reserves, the impact of changing technology to develop resources originally deemed uneconomic, the effect of a declining return on investment as tail resources become more difficult to mine [the energy equivalent is EROI: energy return on energy invested], the development of substitute resources, and side-effects such as possible climate change and damage to some parts of the ecosystem. The combination of all these effects makes for a complex picture of the development and subsequent demise of a non-renewable resource.

Dealing only with the long-term path to develop a non-renewable resource, the standard descriptive model, particularly applicable to oil and gas, is that based on the Hubbert equation [M King Hubbert (1903-1989)], which in turn is based on the Logistic/Verhulst equation [Pierre Verhulst (1804-1849)]. For the mathematicians, the following expression summarises the relationship between the production volume flow and the resource size:

\[ V = \phi \left( \frac{N_C N_R}{R} \right) \]

Where \( V \) is the production volume flow rate, \( N_C \) is the cumulative production or reserve used up to date, which grows with time, \( N_R \) is the net remaining reserve, which declines with time as the resource is used up, and \( \phi \) is the frequency rate [the inverse of the decay time over which the reserve is being depleted – similar also to the rate of return \( r \) and the inverse of the lifetime coefficient \( \omega \), that were described in the first paper]. And last, \( R \) is the total proven reserve, arithmetically equated to cumulative production over time plus net remaining reserves [\( R = N_C + N_R \)].

The solution to the above relationship is a logistic S-shaped path of reserve development, as shown in figures 2 and 3. For interested readers the mathematical formula is given in the notes to this paper. It can be proved that maximum or peak output volume flow occurs at the mid-points of the production and reserve curves.

As with a production stock, an economic entropy function can be developed for a resource stock in terms of its activity rate. A first step is to consider a stock where the caprices of its users are neutral; that is, the only forces and constraints acting on the stock are those emanating from the stock itself, and not the human consumers or controllers of production. The stock forces are the amount of the stock used up, being the cumulative production to date \( N_C \), and the net remaining stock left to be used up \( N_R \).

If we assume that the amount of active stock left to be used \( N_A \) is a proportion \( b \) of the total stock \( R \), i.e. \( bR \), then the cumulative production or stock used up \( N_C \), rendered inactive, would be expressed as \((1-b)R\). All other factors being equal, it can be proved that the entropy function for a resource stock can be expressed as:

\[ S_2 - S_1 = k \ln \left( \frac{b_2}{b_1} \right) \left( \frac{1-b_2}{1-b_1} \right) \]

relating the change in entropy flow to the relative proportions of the stock remaining and the stock used up. A formal proof of this relationship is set out in the notes to this paper. Figure 3 shows the loci of all the factors.

The system maximises its rate of entropy generation at the point of maximum output volume flow per unit of proven reserve, thereafter output flow reduces as change in entropy generation becomes negative. Should additional reserves be discovered or reserve recovery factors be improved, these will create a new economic entropy gain, extending the lifetime of the resources and arresting the impact of a decline in entropy generation arising. Thus the production rate is advanced, and the depletion rate is set back.

The practicalities of life, however, indicate that humans play a significant part in demand and supply with regard to resources. Oil is an obvious example here, whereby controls on production, political impacts, wars and the vagaries of business cycles and prices, mean that production rates can be manipulated above and below the natural rates for a resource, giving rise to significant changes in the elastic index between price and demand volume flow.

A way forward perhaps is first to set out an ideal economic relationship similar to that developed in the first paper, but this time with output value flow \( G = PV \) [price x volume flow] being equated to the total proven reserve quantity \( R \) multiplied by its index of trading value \( T \):

\[ PV = RT \]
Dividing both sides by the proven reserve quantity \( R \), and letting \( v = \frac{V}{R} \), being the specific volume flow rate per unit of proven reserve, gives a simple relationship of price multiplied by the specific volume flow rate, equal to the index of trading value for the stock, which is variable.

\[
P_v = T
\]

The specific volume flow rate \( v \) will accord with the caprices of supply and demand, as impacted by humans controlling the output of resource reserves, and by humans directing their requirements to different part of the world. Thus one could imagine a polytropic relationship between price and volume, as formally derived in the first paper, but this time between price and output volume flow per unit of proven reserve \( v \), of the form:

\[
P(v)^n = C
\]

Where \( n \) is an elastic index, which is impacted by human factors of supply and demand. And without setting out all the mathematics again, the end result would be an entropy relationship of the form:

\[
dS = (a - an + 1) \left( \frac{dv}{v} \right)
\]

Equating change in entropy generation or utility consumption rates for a resource stock in monetary terms to the marginal entropic index \([a-on+1]\), and the output or consumption per unit of the proven reserve \( v = \frac{V}{R} \).

Clearly however, if economic factors of supply and demand interject such that the elastic index is above or below the value 1, then a complex non-equilibrium relationship ensues, with price [in money terms] and output flow continually seeking over time to equalise the position.

Renewable Resource Dynamics

The dynamics of renewable resources are more complex than those of non-renewables since, as shown in figure 1, input factors and recycling/regeneration feedback loops must also be taken into account. Renewable resources can be subdivided into those defined as a stock, such as plant life, animate life and soil, and those arising from a flow from a stock, such as sunlight, wind, ocean currents and river flow.

In an ideal scenario it might be imagined that available renewable resources would remain in tune with the demands placed on them by humankind and other living organisms, and that as fast as they are consumed or utilised they are recycled by Nature and/or regenerated by the Sun, and thereby the population carrying capacities of humankind and other living organisms, feeding on the resources, would be maintained at relatively steady states. A scenario of this kind is, however, unlikely. Ebb and flow of renewable resources is a normal feature, historically being brought about by changes in known natural factors such as seasons and climate. The impact of human endeavour has been a more recent factor.

As the human population and its share of the fruits of the Earth grow, spurred on by the entropy and utility gains to be had to the benefit of humans, even with renewable resources there may come a time when the fixed size of the Earth and its inter-reacting systems will pose constraining forces to further expansion of human acquisitiveness, resulting in a ceiling to or reduced entropy generation by humans, This is not to say definitively that Malthusian or Gaian hypotheses of Earth systems development will very shortly prevail catastrophically to cut human activities to size [and thereby also activities of other living things], but we should all be mindful of and concur with the ways in which the ecosystems of the Earth act to regulate matters, in order to avoid such an occurrence. Humanity has faced significant population collapses in past ages, arising from varied causes.

A well-known concept in population dynamics is that of carrying capacity, equating to the maximum population size of a life form or of a renewable resource that can be sustained over the long term within an environment such as the Earth, without a decline ensuing. Estimation of carrying capacity, however, is not an easy task. As with a non-renewable resource, a logistic S-shaped curve is a common way of illustrating the concept, except that whereas non-renewable resource reserves decline until they are used up, renewable resources can grow until they approach the carrying capacity, unless depleted by predatory species or other factors. Other matters to consider also are that competition between species, human or otherwise, can occur with regard to foraging shared resources, and that while some species populations might be considered to be ‘prey’, others could be regarded as being ‘predators’, feeding off the prey, such that a population can vary up and down in size, or even become extinct.

The two most common approaches to modelling renewable resource dynamics are the Lotka-Volterra predator/prey model [Alfred Lotka (1860-1949), Vito Volterra (1860-1940)], and Resource Ratio or R* theory [David Tilman (1949)-].

The Lotka-Volterra model is set out on a resource-size and time basis, with the rates of growth [or decline] of predator and prey being expressed as a set of differential equations relating the rates of change of predator and prey populations to their size and to the interaction between each other. For example, prey \( x \) might be a field of corn or grazing animals. It is then assumed to have an unlimited energy or food supply, and to reproduce exponentially at the rate of \( a \), unless consumed by predators \( y \), consumption being represented by a function \( b \) of the contact \( xy \) between predators and prey.

\[
\frac{dx}{dt} = \alpha x - \beta x y \quad \text{and} \quad \frac{dy}{dt} = \delta x y - \gamma y
\]

Likewise the net growth/decline in numbers of predators \( y \) [a human population or a pack of wolves for example] would be governed by a function \( \delta \) of the contact \( xy \) between predators and prey, less the death rate \( \gamma \) of the predators.

The reality to this model of course is that prey do not have an unlimited food supply [the Earth being finite in size, and subject to seasonal and other natural variations] which adds a further dimension to the process. Essentially, predators depend on their harvest of prey, and prey depend upon the Sun, Nature and the eco-system to reproduce themselves. If the predators have a high consumption rate of prey such that prey are gradually reduced in number, the sources on which the predators depend reduce and the predators face a subsequent potential decline in population. The most obvious human examples of this effect are potential over-fishing of the oceans, over-farming of arable land, over-drawing of aquifers and deforestation. Using up renewable resources [many environmentalists might say squandering] in an unsustainable way entails a potential degradation of the Earth’s
resources in the short-term ecological timescale. Man has become a virulent predator. The chart at figure 4 illustrates the concept of the Lotka-Volterra model, with the trend of prey preceding that of predators.

Figure 4 Lotka-Volterra Model - Population of predators & prey over time.

It all gets rather complicated, particularly when trying to build some realism into the situation, entailing computer simulation. A famous example of this is the model built for the Club of Rome in the 1972 book Limits to Growth [Meadows, Meadows, Randers, Behrens, Massachusetts Institute of Technology], which was composed of a network of interrelating factors, including population, arable land, energy [non-renewable], industrial capital and production, CO₂ pollution, fish stocks, and a waste function. The conclusions reached in the book met with significant resistance from a modelling point of view, and as world economic growth has continued since that time, the venture lost some following. More recently Limits to Growth has been revisited by Turner [2008] with the conclusion that thirty years of historical data compared favourably with the “business-as-usual” “standard run” scenario, but did not compare favourably with other scenarios involving comprehensive use of technology or stabilizing behaviour and policies.

The second approach, Resource Ratio or R* theory [David Tilman (1949-) ] , posits the proposition that a species’ ability to maintain itself will be governed by the level R* of the limiting resource that it depends on which results in zero net growth in the species’ population. Thus, at resource levels below R*, species’ population growth will be negative, and vice versa, when resource levels are above R*, population growth will be positive. Taking matters further, the species that is able to survive at the lowest level of a limiting resource will be the best competitor for that resource. And not surprisingly the survivability of a species will also depend upon the supply and consumption rates of the resource(s) on which it feeds. R* theory also makes some connections between species dominance, the number of limiting resources and the number of species that can coexist.

There exists a significant body of academic research into dynamic analysis using one or both of the above approaches. Brander & Taylor [1998] have examined the collapse of the Easter Island economy. Their [Cobb-Douglas] utility function related to both harvested and manufactured goods. Motesharee, Rivas and Kalnay [2014] have built a Lotka-Volterra logistic model incorporating inequalities in income and a combined resource factor covering renewables, non-renewables and renewable flows. They concluded that an unequal society reflected the reality of the world and that collapse was hard to avoid. Miller et al [2005] have reviewed 20 years’ use of the Resource-Ratio theory, covering 1333 papers. Of these 26 provided tests of the theory, with 75% supporting the conclusions. A key prediction was that species dominance varied with the ratio of resource availabilities. A selection of the literature is included in the references to this paper.

In respect of entropy generation, the principle to remember is that prey species consume and convert productive content/energy from the Sun and renewable resources into useful productive content/energy to sustain themselves [with some waste value left over], thereby maintaining their entropy at a low level, but in the process create a large entropy gain to the environment from the consumption of the renewable resources. And likewise, one step further on, predator species consume and convert productive content/energy from prey into useful productive content/energy to sustain themselves [with some waste value left over], thereby creating a large entropy gain to the environment from the consumption of the prey. Subsequently a further entropy rise occurs as predators die off and are recycled to the resources.

Entropy creation is a never ending, rolling, additive process, with one consumer/resource chasing another. Each species seeks over time to adapt its population size in response to any changes in the constraints acting upon it, the difference between size and constraint being related to the entropy difference pertaining. The process continues until the entropy difference has been annulled, at which point an equilibrium position has been reached with population size matching the constraint. But of course, Nature being what it is, an equilibrium position may never be sustained for more than a fleeting moment before other changes occur to create another non-zero entropy change, and once again the system has to react, to seek to annul the change – the Maximum Entropy Principle.

A last point to make in respect of resource dynamics is that humankind creates rather more manufactured capital than do other living things. Birds and bees build nests and some animals and insects dig holes for homes, but many other living things do not commandeer productive content for anything other than food. Humankind is a voracious consumer upon the Earth, and its entropy footprint is likewise very large. Should a significant constriction of resources occur, then much of the edifice of manufactured capital that humans have built for themselves could crumble, with an irreversible increase in entropy.

Energy in the Economy

Economic systems of developed and developing countries have become progressively embedded in an energy base, to provide a source of productive power and human wealth and well-being. Energy consumption [technically exergy, or useful energy consumption] provides electricity, powers machines in industry and computers, provides heat for industry and homes, and powers road, rail and sea transport. Fishing and agriculture in developed economies are now heavily dependent on energy, rather than human or animal power. Figure 5 illustrates the inexorable rise in energy use, mostly based on non-renewable resources of coal, oil and natural gas, and table 1 sets out the range of human and industrial assets that currently require energy consumption in order to function fully.
Non-renewable energy is now an international commodity, and few countries with a significant manufacturing and commercial base can now be described as ‘closed’ with respect to it. Of the major economies, only Russia, Mexico and Canada can claim to be net exporters of oil. In the natural gas market, the USA and Europe are now net importers of gas via pipelines respectively from Canada and Russia, though the technology of fracking may perhaps change this. Only in the coal industry is consumption met mostly by local production, with China, USA and India accounting for two thirds of world production and consumption. In 2013, eight developed countries with just 11% of world population [USA, Japan, Germany, Canada, UK, South Korea, Italy and France] accounted for 34% of world GDP, and 31% of primary energy consumption; with China, Russia and India bringing the latter total up to 66%.

By common practice, the units used to measure energy production and consumption are those of weight [tonnes of oil equivalent], volume [barrels of oil, billions cubic metres of gas (bcm)] or the heat value of sources of energy [Joules, BTUs]. These can be equated to ‘productive content’ or exergy if account is taken of the net energy delivered to the environmental average.

In some developed economies, energy consumption per capita has begun to level off, if not decline, indeed in the 2008 recession it declined significantly. But in the developing world, illustrated by China and India, energy consumption per capita continues to grow. Energy intensity [energy consumption/GDP] has fallen significantly for the developed countries, and continues to do so. However, bearing in mind that electricity production accounts for some 40% of primary energy consumption, it should be noted that per capita electricity consumption is still rising, associated with only a small decline in electricity intensity [electricity consumption/GDP]. Thus a significant part of the reduction in energy intensity has been owing to improved efficiency in conversion of energy into electricity. It should be cautioned however that ultimately the laws of thermodynamics place limits on the level of efficiency that can be obtained.

Figures 6 and 7 summarise the development and relationship of primary energy consumption and electricity generation to GDP and population over several decades for some key countries.

In 2013, eight developed countries with just 11% of world population [USA, Japan, Germany, Canada, UK, South Korea, Italy and France] accounted for 34% of world GDP, and 31% of primary energy consumption; with China, Russia and India bringing the latter total up to 66%.

By common practice, the units used to measure energy production and consumption are those of weight [tonnes of oil equivalent], volume [barrels of oil, billions cubic metres of gas (bcm)] or the heat value of sources of energy [Joules, BTUs]. These can be equated to ‘productive content’ or exergy if account is taken of the net energy delivered to the environmental average.

In some developed economies, energy consumption per capita has begun to level off, if not decline, indeed in the 2008 recession it declined significantly. But in the developing world, illustrated by China and India, energy consumption per capita continues to grow. Energy intensity [energy consumption/GDP] has fallen significantly for the developed countries, and continues to do so. However, bearing in mind that electricity production accounts for some 40% of primary energy consumption, it should be noted that per capita electricity consumption is still rising, associated with only a small decline in electricity intensity [electricity consumption/GDP]. Thus a significant part of the reduction in energy intensity has been owing to improved efficiency in conversion of energy into electricity. It should be cautioned however that ultimately the laws of thermodynamics place limits on the level of efficiency that can be obtained.
Oil and Natural Gas

Figures 8 – 11 set out charts of world production and consumption of conventional oil and natural gas.

World oil production has continued to climb, interrupted significantly only by the period in the early 80’s at the time of the Gulf war, when Saudi output temporarily halved. Outside the Middle East, discoveries have occurred in the North Sea, Venezuela [Orinoco belt – heavy oil], Nigeria, China and Indonesia. In terms of consumption, US demand expanded a little to the mid 80’s but has declined a little since then. US production, however, has recently expanded on the back of light, tight oil from fracking, which may change the balance of supply against demand. European demand has remained static. The big expansion of demand of more recent times has been that of China, with increases also in Brazil, Saudi Arabia and Iran.

World natural gas production has expanded greatly, with the biggest growth occurring in Russia. Elsewhere, production has expanded in USA, Canada, the North Sea, Iran, Saudi Arabia, Algeria, Indonesia and Malaysia. Recent increases in US production are owing to the advent of shale gas production from fracking. In terms of consumption, Europe has benefitted significantly from the Russian discoveries. Rises have also occurred in the Gulf area and Japan, the latter for LNG [liquefied natural gas].

Recalling now the development earlier in this paper of the schematics of a non-renewable resource and when a peak in output is likely to occur, then indicators that may be key as to how close this point is in the proceedings are the ratios of the remaining reserves and of cumulative production to date to the total proven reserves discovered to date. If these are close to each other, then the likelihood is that a peak is about to be or has passed – given known information about resource reserves at the time. This is not to say that no more discoveries will be forthcoming to increase the size of the net reserves remaining.

There exists an extensive literature on the subject of peak oil and peak gas. A particular issue often highlighted is that of reconciling data from published sources [Oil & Gas Journal, IEA, EIA, BP] to individual non-published field data from the industry [IHS] and research of independent authors [Laherrére, Robelius, Campbell and others]. A paper by Owen, Inderwildi & King [Energy Policy 2010] sets out succinctly the key points relating to oil reserves and the degree of reliance that can be placed on figures from sources of reporting. Particular issues they highlight include: use of backdated reserve classes 1P [proven], 2P [proven & probable] or 3P [proven, probable & possible], inclusion of unconventional oil grades with poor EROI [Canadian tar sands], upward revisions to past discoveries, and false additions in the 1980s [OPEC].

The charts at figure 12 illustrate the trend for crude oil of the ratio of remaining reserves/total proven reserves (b) and of the ratio of cumulative production/total proven reserves (1-b). Chart A shows the ratios inclusive of Canadian tar sands and OPEC published reserves. Chart B shows the world ratios excluding tar sands and the OPEC adjustments highlighted by Owen et al. On the basis of published data, chart A shows that the ratio of net remaining reserves to total proven reserves has declined, and that of cumulative production to total proven reserves has risen, with both levelling off by around 2000 onwards.

![Figure 8 World Oil Consumption – 000’s barrels/day.](Source: BP Statistical Review)

![Figure 9 World Oil Consumption – 000’s barrels/day.](Source: BP Statistical Review)

![Figure 10 World Natural Gas Production - bcm p.a.](Source: BP Statistical Review)

![Figure 11 World Natural Gas Consumption - bcm p.a.](Source: BP Statistical Review)
For both oil and gas, any future discoveries of reserves, including fracking, could extend the time at which a peak may occur.

In respect of crude oil, an alternative means of assessing the impact of changes in the market is by reference to the world crude oil price relative to the consumption/gross proven reserves ratio, to measure changes in elasticity and hence changes in economic entropy/utility, as described earlier. Figure 9.9 sets out the annual crude oil price in US $ from 1970 to 2015. At the time of writing [2015] oil prices had declined sharply against the trend to a low of $47/barrel, indicating surplus capacity in the short term, but subsequently rebounding to $60.

In the early 1970s OPEC countries unilaterally increased prices by a factor of four; which rise did not altogether equate to the demand and supply forces in play. Subsequently consumption and then production declined. The beginning of the 1980s saw another hike in oil prices, arising from the 1979 Iranian revolution and the Iran-Iraq war. Subsequently also, OPEC cut its production to try to maintain the price level.

In 1985/86 OPEC production was no longer held back and a price drop ensued in 1986. There was a brief price increase in 1990 following the invasion of Kuwait by Iraq. From 2000 onwards prices began to rise inexorably, following a restrictive production policy by OPEC members. The world economic crisis of 2008 onwards saw oil prices slashed, though subsequently they rebounded to even higher levels. With the more recent rise of expensive fracked oil production, principally in the USA, oil producers in the Middle East have maintained their production levels, with a consequent reduction in oil prices. At the time of writing this scene has yet to play out, with oil prices at very low values.

The world oil market is therefore one where human and political decisions have significant impacts on prices, and consequently one might expect that changes in economic entropy generation would occur, either side of the long-run position.

The author has attempted to construct a picture of economic entropy change for the world oil market for the period 1970-2013, as shown in figure 15, but with only annual historical figures of oil production, consumption, reserves and prices available to him, he considers the result so far to be unsatisfactory, particularly with regard to elasticity. The relative accuracy of some historical reserve estimates, as highlighted by the paper of Owen, Inderwildi & King, also has an impact. The quality of the analysis will likely be improved if quarterly or monthly data were available, but such was not available for this paper.
In summary, however, the dashed line in the chart at figure 15 shows the economic entropy change associated only with changes in the ratio b of residual oil reserves to total proven reserves discovered. As would be expected it starts at a positive level and reduces gradually to zero at about 1995, as the maximum output level approaches [The kink in the curve at 1973/74 is partly owing to an abrupt change in world reserves, as recorded in OPEC records]. The trend is echoed by the chart of the reserve ratios illustrated at figure 12, and accords also with the declining incremental change of entropy illustrated by the dashed line in the upper chart of figure 3. As yet the long-run oil entropy generation change curve has not moved into negative territory. The solid line at figure 15, however, shows the variations introduced by the ups and downs of world oil prices, impacting on elasticity and hence entropy generation change. The world events of 1973, 1980, 1990, and up to 2008, already noted in the narrative, can be seen to move the curve at the selected points.

The author considers that more work needs to be carried out in this area to improve the analysis.

Of course, if new proven reserves of oil and/or natural gas are found [including fracking], of sufficient economically extractable volume to increase significantly the ratio of proven reserves remaining to total proven reserves found, or real improvements are obtained for recovery factors applied to ‘oil in place’, or long-term recessive forces occur to reduce demand for energy, then peak production may be put off for a further period. On the assumption, however, that a peak will eventually be reached, it may be expected that production will then gradually decline in level over decades, corresponding approximately to the right-hand side of the production curves at figures 2 and 3.

In respect of natural gas, a world market approach to entropy/utility has not been attempted, owing to significant divergence of price trends. While European gas prices appear to follow those of the world oil market, in the USA gas prices have reduced, owing much to the introduction of fracking.

The technology of hydraulic fracturing or ‘fracking’ involves injecting a fluid made up of water, sand and various chemicals deep into the ground, causing nearby shale rock to crack, creating fissures for natural gas and oil to collect – so called shale gas and tight oil.
Figure 17 World coal production – Bituminous, Anthracite, Non-bituminous, Lignite M tonnes p.a.

Figure 18 World coal consumption – Bituminous, Anthracite, Non-bituminous, Lignite M tonnes p.a.

Source: BP Statistical Review

Figure 19 Ratio remaining coal reserves/current production rate – years.

Source: BP Statistical Review, World Energy Council

Figure 20 World coal prices US$/tonne.

Source: BP Statistical Review

Figure 21 illustrates trends in world coal prices. As with the natural gas market, owing to divergence of local coal price trends a world market approach to entropy/utility has not been attempted in this book.

Nuclear Power

Nuclear power, although having low operating costs compared to fossil-fired plant, entails high capital costs and high waste and decommissioning costs, with waste potentially accumulating much beyond many generations of humankind. Nuclear capacity carries with it heightened risks of safety and security compared to conventional power plant. Figure 21 summarises world electricity consumption from nuclear power to the present time. After the rise of the 70s and 80s, growth began to slow down, and by about 2004 it had flattened off: Following the Fukushima Daichii tsunami disaster in 2011, consumption has fallen [mostly in Japan]. Figure 22 confirms that nuclear generated electricity has lost share to other capacity.

Dr Minqi Li [article July 2011 The Oil Drum], however, states that Chinese news releases for 2001-2003 indicate reserves in the region of 189 bn tonnes, though the ‘reserve base’ [published in the Chinese Statistical Yearbook], inclusive of mining losses, was higher at about 334 bn tonnes. The WEC reserve figures for China are likely therefore to be understated by a factor of about 40%. This would have the effect of raising the curve at figure 19 just a little in the short term, though the long term will unlikely be much affected.

A number of papers have been published using a Hubbert linearization approach to estimating world coal reserves and when ‘peak coal’ output is likely to occur [Mohr, Evans (2009) Fuel; Rutledge (2011) Int’l Journal Coal Geology; Patzek, Croft (2011) Energy]. On these bases, peak coal may be in the range 8-10 bn tonnes p.a. and occur between the present and two decades hence, with exhaustion perhaps 60 years away. Factors particularly hastening the outcome are the rate of growth of Chinese demand, and decreasing EROI as remaining reserves near their end and thinner seams are worked. The UK coal industry is a case in point. At its peak in 1910 output reached 264m tons p.a., employing more than a million people. Ninety years later it had reduced to 31m tons p.a.

A cautionary note regarding reserves is that the figures published by BP are those collated by the World Energy Council, which generally are only re-assessed every three years or so. However the last WEC figures for China relate back to 1992 [62.2 bn tonnes bituminous/anthracite, 52.3 bn tonnes sub-bituminous/lignite, total 115.5 bn tonnes].
Notwithstanding the declining share of electricity consumption taken by nuclear power, the World Nuclear Association (WNA) reports that a number of countries are planning to build more capacity to be operable by 2030.

Table 2 Reactor Capacity, Operable & Planned – MWe January 2015

<table>
<thead>
<tr>
<th>Country</th>
<th>Operable</th>
<th>Under construction</th>
<th>Planned</th>
<th>Proposed</th>
</tr>
</thead>
<tbody>
<tr>
<td>USA</td>
<td>98756</td>
<td>6018</td>
<td>6063</td>
<td>26000</td>
</tr>
<tr>
<td>France</td>
<td>63130</td>
<td>1720</td>
<td>1720</td>
<td>1100</td>
</tr>
<tr>
<td>Japan</td>
<td>42969</td>
<td>3036</td>
<td>12947</td>
<td>4145</td>
</tr>
<tr>
<td>Russia</td>
<td>25264</td>
<td>7968</td>
<td>32780</td>
<td>16000</td>
</tr>
<tr>
<td>South Korea</td>
<td>20656</td>
<td>6870</td>
<td>11640</td>
<td></td>
</tr>
<tr>
<td>China</td>
<td>19095</td>
<td>29548</td>
<td>71220</td>
<td>128000</td>
</tr>
<tr>
<td>Canada</td>
<td>13553</td>
<td></td>
<td>1500</td>
<td>3800</td>
</tr>
<tr>
<td>Ukraine</td>
<td>13168</td>
<td></td>
<td>1900</td>
<td>12000</td>
</tr>
<tr>
<td>Germany</td>
<td>12003</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>UK</td>
<td>10038</td>
<td></td>
<td>6680</td>
<td>8920</td>
</tr>
<tr>
<td>India</td>
<td>5302</td>
<td>4300</td>
<td>21300</td>
<td>40000</td>
</tr>
<tr>
<td>Other</td>
<td>54194</td>
<td>14054</td>
<td>35830</td>
<td>100205</td>
</tr>
<tr>
<td>World</td>
<td>377726</td>
<td>73514</td>
<td>203580</td>
<td>340170</td>
</tr>
</tbody>
</table>

Source: World Nuclear Association

Notable additional capacity planned or proposed, set out at table 2, includes that of China, Russia, India and USA. Such future capacity, should it come to pass, will entail significant increased requirements for uranium.

Historically uranium mine production has varied from about 60-70,000 tonnes in the 1980s down to about 35,000 in 1998, but with demand being significantly in advance of this. The shortfall has traditionally come from the decommissioning of Russian and US nuclear warheads, though this source is now gradually coming to a close. Since 2000 mine production has begun to rise again, reaching 59,637 tonnes in 2013. The WNA calculate that requirements in 2014 for uranium will approach 66,000 tonnes, only a little above current production levels.

Figures of the Red book published by OECD and the International Atomic Energy Agency project world mine production capability rising from 73,405 tonnes p.a. in 2011 to 109,400 by 2035, with two-thirds of this coming from just three countries, Kazakhstan, Australia and Canada. Such a production level would meet a significant proportion of the WNA estimate of planned and proposed capacity set out in table 2.

Currently, total reserves of uranium from traditional sources are estimated at about 5.3 million tonnes [WNA 2011]; this suggests a reserves/production ratio of 89 years. As with the analysis for coal [see figure 19], with a likely pickup in demand in the next two decades, the ratio could then come down significantly, raising the prospect of ‘peak uranium’ under current technology. Roper [2013] has calculated that a peak may be reached by 2040, with production rapidly scaling down thereafter.

Potential advances in nuclear technology over the current predominating PWR system that may impact on the above include the extraction of uranium from seawater, the development of fast breeder reactors and the use of the Thorium cycle. As yet none of these technologies has reached a useful stage, and set against this is the potential for further nuclear mishaps such as Three Mile Island, Chernobyl and Fukushima, and possible terrorist threats, raising NIMBY and NIABY objections.

Figure 23 sets out a chart of uranium spot contracts €/kg.

The price index has followed to some extent the trend of world crude oil prices, shown at figure 14.

Energy Return On Energy Invested (EROI)

The notion of EROI measures the net energy benefit to human society of investing in particular energy sources. At high values, there is little difference in benefit, but at low values, from about 5 downwards, the net % benefit to society reduces at an increasingly rapid rate. A ratio of 1:1 represents a break-even point, below which there is no perceived benefit in investing in a source of energy.
Measurement of the ratio depends upon how inclusive along the path from the source of the energy to the consumer one travels. In the case of oil, for example, one could measure it at the wellhead after extraction, further on after refining it into products, and still further after transporting the products across the globe to the point of use. Last one could measure the actual benefit from consuming the delivered product net of engine efficiency losses. At each stage losses occur, which a final consumer cannot utilise; effectively a series of entropy gains. Clearly, however, some humans [other than the final consumer] at each stage between the point of extraction and the point of consumption have benefited from their role in the industry. Taking into account all the interim stages therefore, an EROI figure much in excess of 1 is to be looked for when assessing alternative forms of energy.

There exists an extensive literature on the subject, which the author cannot pretend to improve upon, but it is worthwhile summarising the main points impacting on the energy market. Hall, Lambert et al [Energy Policy 2013] set out a summary of the literature. They conclude that, worldwide, coal has an EROI of 46:1, oil & gas 20:1, tar sands 4:1, and oil shale 7:1. Analysis for nuclear energy suggests a mean EROI of 14:1. Ethanol and biomass have low figures, 5:1 and 2:1 respectively. Among the renewables [which technically are not part of this section] hydroelectric power has an EROI of 84, wind 18:1 and solar [photovoltaic] 10.

A positive point for renewables of wind and solar is the high quality of electric energy delivered, but a negative point is that they are less reliable and predictable, arising from changes in weather and hours of sunshine. A key point raised by Hall, Lambert et al is that global oil and gas EROI values have been declining over the last two decades or so; in the US, for example, from over 15 in 1990 down to about 10 in 2010, which may be owing to depletion. They note, however, that results for fracking may be high.

In respect of fracking, Yaritani & Matsushima [Energies 2014] suggest an EROI for shale gas of 12 when delivered to the consumer, but caution that this might change as production moves off ‘sweet spots’.

All of the above indicates that some loss of net energy has and may continue to occur, in line with the gradual reduction in the ratio of net remaining reserves to gross proven reserves of resources set out in this paper.

**Metals & Minerals**

Aside from non-renewable sources of energy, the US Geological Survey [USGS] lists around eighty metals and minerals of importance to humans, though one might subdivide some of these, such as the rare-earths, of which there are seventeen [from Scandium to Lutetium]. Restrictions on space necessarily mean that only three sectors can be looked at in this paper: steel, cement and aluminium, though these cover much of the larger scale aspects of human industrial activity. Based on a paper by Gutowski, Ashby et al [2013] these alone account for about a fifth of total world primary energy consumption, with plastics bringing the total to about a quarter. They also have significant carbon footprints. The paper & board industry is also a large energy user, though this comes under the heading of renewable resources.

**Steel**

Steel consumption is one of the key inputs to becoming a developed country, though its use and the means of production depend upon the relative stage of industrialisation. During the early stages, the chief means of producing steel is by mining iron ore [haematite], which is then mixed with coke [a form of coal], limestone and air [oxygen] in a blast furnace to produce pig-iron. The molten pig-iron, which is carbon rich, is then transferred to a large BOS [basic oxygen steelmaking] vessel along with some scrap steel, and pure oxygen is then blown into it via a water-cooled lance, to reduce the carbon content of the iron to a desired level to make steel. These processes take place at high temperatures, typically in the range 1300 - 1900°C.

In a developed economy, however, where significant amounts of scrap metal are already available, the process can instead be partly replaced by an electric arc furnace. Cold scrap metal can be charged into the furnace, and a very large three-phase electric current passed through it to melt the scrap [at about 1200°C] to which appropriate amounts of other elements can be added to give the steel particular desired properties.

Although steel-making is a very high energy consuming industry, the World Steel Association estimate that energy consumption per tonne of crude steel produced in North America, Japan and Europe has been reduced by about 50% since 1975. The use of recycled scrap has reduced the need for raw iron-ore and coke burning significantly, with recycling rates at 2007 estimated to be 83% overall. For developing economies however, such as China and India, the main route into steel is still by the traditional blast furnace and BOS route.

A particular point to note is that of steel intensity, measured as the level of steel consumed/GDP, relative to the GDP per head of population. For developing economies, the steel/GDP intensity ratio rapidly grows, but as an economy matures, with an accumulated infrastructure, steel intensity peaks and then begins to decline. The chart at figure 25 illustrates this effect.

In China, growth of steel consumption per capita and steel intensity per unit of GDP is high, whereas, in the USA, UK and Japan, usage per head has levelled, and steel intensity is rapidly reducing, as these economies turn to other goals for economic affluence. To a significant extent this trend reflects also changes in primary energy intensity in an economy, as illustrated by figure 6. Figure 26 illustrates the growth in world production of steel, and figure 27, the growth in world iron ore production.
Steel production has doubled in the last decade, the rise mostly concentrated in China, accompanied to a lesser extent by other developing nations such as India. This has led to a tripling of world iron ore production. Readers should note also that a significant proportion of Australian iron ore production is exported to China.

While the USGS estimate that world crude iron ore reserves are about 170 billion tonnes, equal to about 58 years at current production rates, total crude iron ore resources, as yet untapped, are greater than 800 billion tonnes, equivalent to about 270 years at current production rates. It is not thought therefore that iron ore resources pose a problem in terms of a possible peak. Of rather more concern would be a potential peak in energy supplies, in particular coking coal, and a general rise in electricity prices should supply becomes restricted.

Cement

Cement, combined with sand, aggregates and water, is a basic input to the world building industry. It is produced by passing limestone and calcium silicate based aggregates through a large steel rotary kiln lined with refractory bricks. Hot gases, produced by burning coal, gas or oil in an external furnace or by a flame inside the kiln, are passed over the aggregate at a temperature of about 1500°C. As with steel it relies on an energy source for its formation. Cement is manufactured all over the world.

The relationship of cement consumption to an economy is similar to that depicted for steel set out in the chart at figure 25, but with cement per head and cement intensity to GDP, replacing those for steel. Developing countries such as China, India and Brazil tend to have rising cement consumption per head and rising cement/GDP intensities, whereas developed economies, such as Japan, USA and the UK, have declining consumption and intensity rates. Figure 28 illustrates world production to date.

World production is dominated by China, which commands more than half of output, and rising.

The USGS indicates that although individual reserves are subject to exhaustion, cement raw materials are geologically widespread and abundant and future shortages are not anticipated. In the construction sector, concrete [made from cement] competes with substitutes such as brick, aluminium and steel, though it does not have much tensile strength, which is the reason why large buildings are built with steel-reinforced concrete. In road building, the main competitor is asphalt.

Aluminium

Primary aluminium ultimately comes from bauxite, which is one of the most abundant minerals in the Earth’s crust. Initially alumina [aluminium oxide] ore is extracted from bauxite via the Bayer process, involving crushing the bauxite, and then combining it with hot sodium hydroxide under pressure. The alumina ore produced is then taken through the Hall-Héroult process, whereby it is dissolved in molten cryolite at about 1000°C. The mixture is then electrolysed by passing low voltage direct current through it, depositing aluminium at the cathode. As with steel and cement, it is a hungry energy consumer, though mainly of electricity.

Aluminium’s key properties are its high strength, light weight, resistance to oxidation and ability to conduct electricity. Figure 29 summarises world production of aluminium.
A similar picture to steel and cement emerges, with increased production occurring in developing countries, and level production in developed countries. China, again, is rapidly developing to dominate world production.

**Renewable Resources**

In contrast to non-renewable resources, which involve once and for all use and a gradual reduction in reserves, renewable resources involve repeated use, up to a carrying capacity, but subject also to factors which might impact at different times to limit the size of that capacity. The chief resources that come within this description include the following:

- Humankind
- Water
- Land and soil
- Plant life
- Animate life
- Energy from sunlight and movements in wind and water

Not included in the above list are changes in the atmospheric climate of the Earth, which will be looked at later.

From the discussion earlier in this paper, it is self-evident that some animate life, including humankind, would be regarded as predatory, being dependent upon prey and resources to sustain themselves, but that other animate life would be seen more as prey. However, even a cow could be regarded as predatory with regard to the grass and vegetation that it relies on for succour, and likewise, grass and vegetation in turn compete for water, soil and sunlight for their sustenance. Thus all living renewable resources operate via complex stocks, flows and interrelating chains and feedback mechanisms.

**Humankind**

In this section we look at the development of the human race, in particular more recent trends which might indicate whether the world population is approaching a peak, is continuing to grow or may decline in the coming decades. Succeeding sections deal with some of the other resources with regard to the extent to which they might impact on the human population or, in reverse, their size and condition has been influenced by growth in human population and activities.

Comprehensive demographic statistics collected by the UN Department of Economic & Social Affairs indicate three very clear population trends. Figure 30 shows changes in longevity for selected economic areas, figure 31 incidence of deaths of children under five among all deaths and figure 32 the development of fertility per woman.

Life expectancy has risen in most countries over the last five decades, with an indication that this may continue for some time. Growth in economic wealth & well-being and the benefits of scientific advances are the likely forces at work, as a significant input to the trend has been the reduction in the death rate of young children. The latter in particular means that parents in most parts of the world currently do not need to plan for large families in order to propagate and sustain the species. A follow on from this trend has been a significant decline in fertility per woman, which appears likely to fall further, perhaps even to an average rate around 2 within two or three decades or so. Only in Africa is a rate...
above 2 likely by 2050, though even here a downward trend is evident.

A consequence of a continuing low fertility rate and a rise in longevity is that population will continue to rise for a few generations until the crude death and birth rates begin to meet each other. For a sufficiently low average fertility rate, perhaps a little over 2 for the world, population will begin to level off. For a very low fertility rate, eventually population will begin to decline. The United Nations have produced updated [2010] projections of world population, based on a number of scenarios, of which three are illustrated at figure 33. They assume that average world fertility rates per woman will eventually reach: low 1.5, medium 2.0, and high 2.5; with a resulting spread of population: from a peak and decline, to level or on to continued growth.

Water

Water is an essential ingredient to sustenance of all life forms. Summaries by Shiklomanov [IHP UNESCO 1998] and Gleich & Palaniappan [Proceedings National Academy of Sciences 2010] indicate that the Earth contains a vast amount of it – 1,386 million km$^3$ – but of this, 97.5% is made up of saline water and only 2.5% fresh water. Of the latter small proportion, 68.7% is locked into the Arctic, Antarctic and mountainous regions in the shape of ice and permanent snow cover, and another 30% [10.5 million km$^3$] appears as fresh groundwater around the world. Only a relatively small amount, 1.3%, appears in lakes, wetlands, rivers and clouds. Every year the Earth’s hydrological cycle turns over in the region of 577,000 km$^3$ of water, 502,800 km$^3$ evaporating from the Earth’s oceans and 74,200 km$^3$ from the land; but in the other direction rather more of the turnover, 119,000 km$^3$, falls as precipitation to the land, leaving 2,200 km$^3$ to aquifer groundwater and in the region of 42,600 km$^3$ per year as runoff to rivers, eventually to be returned to the oceans. These amounts alter slightly with the complex eco-cycles that the Earth moves through. Table 3 illustrates Shiklomanov’s estimate of world water resource flow by geographic area, along with updated data of human population for 1994.

Table 3 World water resources IHP UNESCO 1998

<table>
<thead>
<tr>
<th>Country</th>
<th>Population millions/yr</th>
<th>Land Area millions km$^2$</th>
<th>Average Water Resources km$^3$/year</th>
<th>Potential water availability per m$^3$/yr</th>
</tr>
</thead>
<tbody>
<tr>
<td>Europe +</td>
<td>729</td>
<td>16.5</td>
<td>2,900</td>
<td>3,900</td>
</tr>
<tr>
<td>North &amp; Cent America</td>
<td>455</td>
<td>24.3</td>
<td>7,890</td>
<td>17,300</td>
</tr>
<tr>
<td>South America</td>
<td>317</td>
<td>17.9</td>
<td>12,000</td>
<td>37,900</td>
</tr>
<tr>
<td>Asia +</td>
<td>3,432</td>
<td>43.5</td>
<td>13,510</td>
<td>3,940</td>
</tr>
<tr>
<td>Oceania</td>
<td>29</td>
<td>9.0</td>
<td>2,494</td>
<td>82,900</td>
</tr>
<tr>
<td>Africa</td>
<td>699</td>
<td>30.1</td>
<td>4,050</td>
<td>5,790</td>
</tr>
<tr>
<td>World</td>
<td>5,661</td>
<td>135.3</td>
<td>42,784</td>
<td>7,560</td>
</tr>
</tbody>
</table>

Source: UN Department of Economic & Social Affairs population division

Figure 33 World population prospects – the 2010 revision billions people.

Exactly what trajectory will eventually come to pass, however, will depend upon the unfolding forces at work and world events. Mass effects, such as famine and recurrence of disease, or a restriction on resources, could curtail some of the benefits that humans have previously enjoyed, resulting perhaps in a step backwards in economic development.

Table 4 World water withdrawals 2006

<table>
<thead>
<tr>
<th>Country</th>
<th>Population millions/yr</th>
<th>Total Water Withdrawals km$^3$/year</th>
<th>Municipal</th>
<th>Industrial</th>
<th>Agricultural</th>
</tr>
</thead>
<tbody>
<tr>
<td>Europe</td>
<td>732</td>
<td>333</td>
<td>22</td>
<td>56</td>
<td>22</td>
</tr>
<tr>
<td>N America</td>
<td>332</td>
<td>604</td>
<td>14</td>
<td>43</td>
<td>43</td>
</tr>
<tr>
<td>Cent &amp; S America</td>
<td>566</td>
<td>225</td>
<td>22</td>
<td>12</td>
<td>66</td>
</tr>
<tr>
<td>Asia</td>
<td>3968</td>
<td>2507</td>
<td>9</td>
<td>10</td>
<td>81</td>
</tr>
<tr>
<td>Oceania</td>
<td>34</td>
<td>19</td>
<td>26</td>
<td>16</td>
<td>58</td>
</tr>
<tr>
<td>Africa</td>
<td>924</td>
<td>214</td>
<td>13</td>
<td>5</td>
<td>82</td>
</tr>
<tr>
<td>World</td>
<td>6,056</td>
<td>9,002</td>
<td>12</td>
<td>19</td>
<td>69</td>
</tr>
</tbody>
</table>

Source: UN World Water Development Report 2014 p78 indicator 6

Table 4 World water withdrawals 2006.

These figures, alongside those of Shiklomanov [World Water Resources IHP UNESCO 1998], indicate that world water withdrawals are continuing to escalate, as shown in figure 34, yet average available water resources, as per table 3, remain about the same.
The major area of increase in water withdrawals has been Asia, in particular, China and India.

Gleich and Palaniappan [The World’s Water 2008-09] estimate that about one-third of the world’s human population lives in countries with moderate to high water stress, defined by the United Nations to be water consumption that exceeds 10% of renewable freshwater resources. A working paper of Gasset, Reig et al [World Resources Institute, Dec 2013] ranks hydrological indicators of countries, river basins and most populous river basins, using the ratio of annual water withdrawals to annual renewable supply to measure baseline water stress. Countries high on the list include those in the Middle East, Mongolia, Pakistan, Spain and India. River basins with high water stress include Indus and Ganges [India] and Yongding He, Liao He and Huang He [China]. Gleich [The World’s Water 2008-09] concludes that China in particular has developed a set of water quality and quantity problems as severe as any on the planet.

A paper by Wada, Ludivicus et al [Geophysical Research Letters Vol 27 L20402 (2010)] concludes that global depletion of groundwater resources has increased, from 126km$^3$ [+32km$^3$] in 1960 to 283km$^3$ [+40km$^3$] in 2000. At 2000, depletion per annum was equal to 39% of global annual groundwater abstraction. Particular hotspots included North-East China, North-East Pakistan, North-West India, some parts of the USA, Iran, Yemen and South-East Spain. Such depletion has run-off into rivers, ultimately to the oceans, giving rise to an increase in sea-level. Figures of the 4th edition of the UN World Water Development Report [figure 3.8 WWDR4] indicate that groundwater abstractions are growing rapidly.

Water stress and availability worldwide will likely pose a potential constraint in the future, engendering negative forces to limit or reduce output, with effects across national boundaries.

**Land & Soil**

Besides water, the states of land and soil resources are also key factors on which the carrying capacities of human, animal and plant life depend. Food-balance statistics for 2011 [FAOSTAT] indicate that, worldwide, average food supply per human per day was estimated to be 2,868 kcals, but of this only 34 kcals or 1⅓% came from fish, seafood & aquatic products. Preserving cropland and maintaining soil fertility therefore should be of highest importance to human welfare. Table 5 summarises the distribution of world land by type of use.

| Land & Soil |  
|---|---|
| **Table 5 Regional distribution of land use/cover - millions Ha.** |  
| **Figure 35 Arable land as a percent of Total land.** |

Given that the total land surface of the Earth is approximately constant in size [barring changes in lake size and sea level], it is of interest to note movements in it use, in particular, the share taken by arable land, as shown in figure 35.

Until about 1990, world arable land as a percent of the total had been rising, but thereafter it began to level off [the kinks in the Asia/Europe lines likely arise from a switch in allocation of East Russia to the statistics]. However, the figures for 1990 onwards hide some underlying changes: first, a gradual decline in the proportions in Europe, North America and Asia, likely arising from land degradation, soil erosion and a switch to industry; and offsetting this, a rise in the proportions for Africa and South America. Second, alongside the latter, has been a reduction in the share of forest land to the total in these areas: South America from 54.1% down to 49.1%, and Africa from 25.3% down to 22.5%.

Given the rise in world human population over the last five decades, the amount of arable land per capita, on which crops can be grown to feed each human being, has fallen dramatically.

Currently the world figure is about 0.2Ha [equivalent to an area 40 x 50 metres per person] and appears set to decline further. While food for humans comes also from the oceans [fish] and grassland [animals], the chief source is still that that can be grown on arable land.
The main factors describing the states of land and soil worldwide are the extent and trends of land degradation, soil erosion and desertification. Land degradation measures the negative changes in the capacity of the ecosystem to provide goods and services. One might venture that the effect of this would impact on all living things and not just humans. Soil erosion has a narrower scope than land degradation and is concerned with absolute soil losses in terms of topsoil and nutrients, including soil carbon. Desertification refers to land degradation in arid, semi-arid and sub-humid lands that has become practically irretrievable.

Erosion occurs when soil is left exposed to raindrops or wind energy, with generally the finer more nutrient matter being flushed away, leaving less nutrient stuff behind. However, top-soil covered by plant biomass and/or trees, living or dead, is sheltered significantly from this effect. Pimental and Burgess [Agriculture 2013, 3] indicate that eroded soil contains three times as much nutrient per unit of weight than the remaining soil left behind. Crawford [World Economic Forum Dec 14. 201226] points out that just a handful of good topsoil literally contains billions of microorganisms which recycle organic material, and that moderately degraded soil will hold much less water than healthy soil. Lal [Food Sec. (2009) 1:45-57] concludes that soil degradation reduces crop yields. Thus preventing soil erosion is one of the keys to maintaining the productivity of agricultural land.

A key driver to land degradation is the activity of humans to change the world to their [short-term] benefit, though changes in climatic variations also have an input. Human activities cited by UNCCD [UN Convention to Combat Desertification] impacting on trends include deforestation, overgrazing, improper irrigation practices, poverty and political instability. According to UNCCD, severe land degradation now affects 168 countries across the world.

The UN has undertaken a number of initiatives to investigate and measure the problem. Oldeman, Hakkeling et al [ISRIC 1991] have collected data on some key indicators for national, regional and global areas. The method employed to provide the data was by mapping individual small areas of the world and combining them together. Key indicators included types of degradation [water, wind, chemical etc.], the degree and extent of degradation, and their causes, such as deforestation, overgrazing, agricultural and industrial activities, and over-exploitation of vegetation. About 15% of the Earth’s land surface was found to be degraded in some way, and of this about 15% was at a strong/extreme level. Areas with high degradation included parts of Asia, Africa and Central America.
**Human Dietary Trends**

The UN FAO [Statistics Division report October 2008] sets out a recommended minimum dietary energy supply [DES] per human in the world of 2414 kcals/day [equivalent to about 2.8kWh]. The measure is derived from food balance sheets compiled by the FAO. This figure is not far removed from the value of 2600 kcals estimated by MacKay [Sustainable Energy – without the Hot Air, (2008)] for a moderately active person weighing 65kg. The FAO figure provides a base to calculate the relative level of human food deprivation around the world. Figure 38 illustrates trends since 1961 for some major countries and geographic areas.

In general, food supply per capita has gradually risen, with the average for the world reaching 2868 kcals/day by 2011, in excess of the minimum recommended daily dietary requirement. As might be expected, there is a wide distribution about the average, with the USA reaching 3,833 in 2005, though it has since declined a little since then. At the other end of the scale are the least developed countries averaging 2324 in 2011, with some much below this level. Of particular note is the rapid rise in food supply per capita achieved by China over the 50-year period. The World Health Organisation reports [fact sheet 311] that, worldwide, obesity has nearly doubled since 1980, with 1.4 billion adults being overweight and 0.5 billion being obese.

A trend that has become more prevalent is that of rising meat consumption, as illustrated by figure 39. It is well-known that energy input required to produce a given weight of food varies by type of food, from corn at about 1kWh per kg up to 70kWh for a kilogram of beef [Sources: McKay, Sustainable Energy – without the Hot Air (2008); Ghanta, The Oil Drum (2010)]. These figures do not include the power costs associated with farming machinery, fertilising, refrigerating and transporting food around the world. In addition, significant numbers of cattle and poultry are now fattened on corn and grain rather than reared on grass/pasture land.

Thus the trend towards meat consumption has magnified the load on cultivated land significantly. An article of Worldwatch Institute [Is meat sustainable? Vol 17 No. 4 (2004)], concludes that meat-eating is becoming a problem for everyone on the planet.

**The Green Revolution and Yield**

The 1960’s saw a transfer of technology from the developed to the developing world concerning high yielding varieties of grain, and increasing use of irrigation, fertilisers and pesticides to improve crops yields, which has continued to the present day. Figures 40 and 41 show the inexorable rise in wheat and maize yields since 1961. Similar rises in yield have occurred in the world of rice.

Many of the trends however do not exhibit exponential growth, but are more linear in shape, implying that as time goes on rises in production levels may slow down. Grassini, Kent et al [Nature Communications Dec 2013], after reviewing trends for all the main countries in each of the world’s continents, come to the same conclusion, and that there is also strong evidence of yield plateaus in some of the world’s most intensive cropping systems, though a number of years may be required before a plateau can be deemed to be statistically significant. Hypotheses cited that may be contributing to possible plateaus include: biophysical yield ceilings for specific crops, land degradation, shifts to regions with poorer soils and climate, policies on the use of fertilisers and pesticides, and poor R&D in agricultural research.

Time series of the UN FAO concerning fertiliser production [nitrogen, phosphate and potash] are not continuous, owing to a change in data methodology, and it is not possible therefore to deduce a long term trend. Production figures over the last decade however show a gradual rise from 152Mt p.a. up to 208Mt p.a. in 2012.
Cereal and Grain Production

Figures 42-43 illustrate key trends for world production of wheat and maize.

In respect of wheat, at 2010 world area harvested had declined by more than 9% from a peak in 1981, with the decline being more marked for the USA [41% since 1981] and China [18% since 1986]. World yield per hectare continues to rise, though not exponentially. Chinese yield per acre has escalated dramatically. The net of these two trends appears to be for a continuing rise in production but at gradually reducing rates, with the possibility of peaking, perhaps in under two decades. World production per head of population peaked in 1990 at 111kg/hd, but is now down to 94kg/hd in 2010, a reduction of more than 15%.

World maize appears to be unstoppable, with area harvested, yield and production all escalating. However, the increase has been more than off-set by declines in other coarse grains, such as barley, oats, rye and millet. World rice production, not illustrated, has shown significant growth, though not as fast as that of maize.

Meat

Turning now to meat, as noted at figure 39 earlier, meat consumption worldwide has been rising, particularly in China and Brazil, though none has reached the level sustained by USA. Table 6 summarises the world position between 1961 and 2012.

Livestock, of course, provide multiple benefits to humans besides being sources of meat – including milk, eggs, wool and skins. However, they are also significant emitters of greenhouse gases, methane and nitrous oxide.

Fish

The world’s fishing industry has long been the subject of debate with regard to fish stocks and the extent to which those in particular parts of the world have been over-exploited or depleted. A FAO newsroom summary of a UN FAO report [Review of the State of World Marine Fisheries Resources 2012], sets out, area by area, the degree to which each has been fished. Overall, 3% are regarded to be underexploited, 20% moderately exploited, 52% fully exploited, 17% overexploited, 7% depleted and 1% recovering from depletion. All of the oceans have areas where particular fish species have been over-fished and depleted through
human activity. The result has entailed the introduction of fishing quotas and suspensions in order to allow stocks to replenish themselves over time. The net result of this has been to call a halt to expansion of marine capture production, as highlighted in figure 46, though offsetting the fall back in marine fishing, however, has been an increase in freshwater fishing.

Bostock, McAndrew, et al [Phil. Trans. R. Society 365 (2010)] state that growth in aquaculture has been driven by favourable economics in intensive farming, with China being the largest producer. The majority of freshwater aquaculture is pond based requiring controlled eutrophication using fertilisers as well as feedstuffs from grain and other crops [ somewhat similar to the fattening of animals in meat production processes, again adding pressure to land-based agriculture]. Figure 47 illustrates trends in world aquaculture.

Food Supply & Energy Consumption

According to the UN FAO [Issue paper: Energy-Smart Food for People and Climate (2011)], the food sector accounts for around 30% of the world’s energy consumption. For high GDP countries, the greater proportion of energy consumption is for processing and transport, whereas for low GDP countries, cooking consumes the higher share. Primary farming alone [cropping, pastoral & intensive livestock, aquaculture & fishing] accounts for about a fifth of food energy consumption. The rest occurs higher up the trading chain. One has only to think of the mechanical activities involved in tilling the land, sowing seed, irrigation, producing and adding fertiliser, harvesting crops, transporting to food centres [often across oceans], processing in factories and distributing to retailers, to see how energy consumption [mostly non-renewable] is accounted for.

It is of interest to compare the dietary energy supply/day per human obtainable from food [see section on human dietary trends] with primary energy consumption per capita, the latter providing the energy to power machines, provide human comfort and transport food, goods and commodities around the world. At standard conversion ratios, 2868 kcals/day of food is equivalent to about 3.33 kWh of energy intake, whereas, on average, each human in the world, as part of an economic system, effectively also consumes about 56.5 kWh of primary energy per day [coal, gas, oil etc. Source primary energy data: BP Statistical yearbook 2013]. The latter figure varies significantly by country. Primary energy consumption per capita for India, for example, is only 14.8 kWh, whereas that for USA is fifteen times higher at 225.6kWh. Nevertheless, taking the UN FAO world estimate of 30% of primary energy consumption for the food sector, then 30% of 56.5 kWh per head equates to 18.8 kWh, just to get 3.33 kWh of food value to each consumer in the world, a mark-up of more than 5½ times.

Clearly, without the availability of primary energy, many people in the world would have to find alternative, life-changing self-sufficient means of feeding themselves. Returning to home-grown food [as per a war scenario] in a city complex might be difficult. One is reminded of the resource ratio approach described at chapter 8, which concluded that the species that is able to survive at the lowest level of a limiting resource will be the best competitor for that resource.

Given that the production costs of food to the point of the consumer contain substantial energy costs and that a significant amount of that energy is related to oil [to power farm machinery, transport across land and oceans etc.], it would not be surprising if food prices relate in some way to world energy prices. The chart at figure 48 displays the USA food producer index set against Brent crude oil price index from 1991 to 2012.

The author considers that there is a reasonable correlation between the two factors displayed [correlation coefficient R²=0.87] for the time interval illustrated, though this might reduce if, for example, a relation between oil prices to European food prices is tried, or prices pertaining before 1991 [a different time series] are included in the data. It remains to be seen as to the effect more recent trends in oil prices may have.

It follows from the above that trends in world energy, in particular oil, which is used to power ocean and land transport and farm machinery, will likely impact on the world food industry.
Renewable Energy

Renewable energy has been cited as providing a solution to the problem of carbon emissions arising from the burning of fossil fuels by humans. The chief renewable energy sources are: hydroelectric generators mostly sited at dams, wind turbines sited on exposed land or above shallow sea areas, solar energy converters [PV (photo-voltaic) and CSP (concentrated solar power)], biomass burning [wood, agricultural and food waste], geothermal power plants sited mostly over naturally occurring hot fissures to the Earth, and energy derived from tidal or wave movement. All of these energy sources are utilised to provide electrical energy. Figure 49 illustrates world annual electrical output so far set against the key non-renewal sources of conventional power plant [coal, gas and oil] and current nuclear energy technology.

With the exception of hydro-electric power, renewable energy has yet to make a substantial impact on world markets, although clearly change is beginning to occur. At 2011 hydroelectric power provided 16.5% of world electrical generation, and the other renewables 4.5%, with the rest provided by nuclear and conventional plant.

Jacobson and Delucchi [Energy Policy 39 (2011)] have estimated the technology requirements at 2030 to convert a world of predominantly fossil-powered energy infrastructure to one involving renewables of wind, water and sunlight, including several million wind turbines, large numbers of CSPs, 1.7 billion rooftop PVs, along with additional hydro-electric and other technology capacity. Their world would be populated with battery-operated vehicles [BEVs] and would require the use of additional land for footprint and spacing for renewable power plant.

Hydro-electric Power

Of all the renewables, hydroelectric power generation offers an ideal solution to replacing fossil-fired plant. It has a high EROI [see section on EROI], its energy efficiency is very high, since no fuel is burnt, and it has no carbon emissions, other than those created from the input of engineering plant and construction materials. Hydro power can be ramped up and down quickly [around 1-2 minutes from nothing to full power] and it is therefore ideal for meeting changing load requirements. Consequently it may not necessarily be used for continuous base load, as geothermal and nuclear plant are [their output is not easy to change up and down]. The main cost of hydro power is the capital cost, since it generally involves the building of a dam and the creation of a reservoir, which may involve disruption to, and permanent submergence, of upstream local eco-habitat. Figure 50 summarises installed capacity in the world.

While future growth of hydroelectric power may be limited by available and potential geological/landscape opportunities and considerations, it appears, nevertheless to be proceeding apace, with China leading the field in investment.

Wind

In terms of the provision of electrical power capacity, wind energy is a relatively recent entrant to the global market, though its growth rate has been quite high. Figure 51 illustrates the trend in capacity since 2005:

World capacity growth has averaged about 25-30% p.a. since 2005, with China rapidly overtaking other key countries. The 2014 Global Wind Energy Council report indicates that by 2013 global installed capacity had risen to 318 GW; with China alone accounting for more than 91 GW, and USA 61 GW. A number of countries have achieved quite high levels of wind power penetration, such as Denmark, Portugal, Spain and Germany. A particular problem with wind energy is that wind force cannot be guaranteed, being neither constant nor geographically evenly spread. Consequently load factors are low, at about 21-22% on average across the world.

Wind turbines tend to be sited on open or high areas of land, or over shallow waters to maximise their efficacy. Denholm, Hand et al [NREL (2009)], report that land-based wind energy installations, on average, occupy about 0.3 HA per MW of capacity.
**Solar**

Besides hydroelectric and wind, solar energy is the other main contributor to the renewable energy sector. It is broadly split into two technology types; first, photovoltaic (PV) systems that convert sunlight directly into electricity, and second, concentrated solar power (CSP) systems that use lenses or mirrors allied to tracking systems to focus large areas of sunlight into a small beam, which is then used as a heat source in a power plant. PV systems are ideal for individual and medium-sized consumers, whereas CSP systems are suited to large scale complexes.

As with wind-powered systems, solar energy collectors have low load factors, arising first from the natural day/night cycle coupled to seasonal changes, and second the impact of cloud occlusion and latitude on the strength of sunlight falling on the receivers. Solar systems are more suited to countries having hot climates, but even then load factors only average at about 10%; meaning that for much of the time they are not providing energy output. To offset a low load factor, ideally electrical energy produced needs to be stored, so that it can be used also at times when the Sun has gone down. Technology to store power in car batteries is one such idea. Ong, Campbell et al [NREL (2013)] report that solar energy installations, on average, directly occupy about 3 HA of land per MW of capacity.

Figure 52 illustrates the rapid rise in solar power installations across the world. Germany is currently the largest producer of solar energy.

![Figure 52 World solar PV energy installed capacity to 2013 – GW.](image)

**Other Renewable Energy**

Space does not allow consideration of other sources of renewable energy, such as geothermal, biomass, and tide/wave movement. Compared to hydroelectric, wind and solar energy, however, they are currently relatively small in potential, or are specialised. Geothermal energy, for example, is currently produced in only a few countries, such as USA, Indonesia, Philippines, Mexico, Italy and Iceland, having particular geological features.

**The Atmosphere, Oceans & Cryosphere**

More than anything else on Earth, the physical movements and changes in the atmosphere, oceans and cryosphere are vivid examples of entropy in action. High intensity [short wavelength] heat flux arrives from the Sun at a total solar irradiance rate of about 1361 W/m² [Kopp et al 2005], averaging out at about 340 W/m² across the surface of the Earth, but varying a little with solar and orbital cycles. Some of the heat flux is absorbed by the atmosphere, some is reflected back to space by the clouds/atmosphere and by the Earth’s surface [depending upon the relative albedo], and the rest is absorbed at the surface, ultimately providing energy for life forms to flourish, and heat to warm the air and evaporate water, the latter rising to form clouds which turn to precipitation as latent heat is removed. In addition, low intensity [long wavelength] heat flux is radiated directly from the land and oceans out into space, and to the atmosphere, some of latter of which is radiated back by clouds and greenhouse gases, and some is then radiated onwards to space. The greenhouse gases, through their selective blocking of parts of the spectrum of the outgoing long-wave radiation, enable the temperature at the Earth’s surface to be maintained at an average, bearable level of about 15°C. In the absence of these gases, the temperature would be quite a bit colder, at about -18 ºC on average, which would not be conducive to life forms.

Because the heat flux from the Sun impacting on the Earth varies with intensity, from a high level between the Earth’s tropics to a very low level around the poles, and according to daily, seasonal and other movements as the Earth rotates about its’ axis and orbits the Sun, the atmosphere is constantly in motion, having large-scale, localised, convective and chaotic elements. The directions of winds north and south of the Equator are also influenced by the Coriolis Effect as the Earth rotates. The winds help to re-distribute energy potentials from the tropics towards the poles, and have a significant impact on ocean waves and the circulation of ocean waters around the Earth. The whole process involves continuous degradation of the Sun’s energy flux and net production of entropy, as Earth systems forever strive to proceed towards equilibrium states. This brings to mind the Le Châtelier principle which we met in the first of these two papers. Nature is never in balance.

The Earth’s systems and climate have been the subject of a number of researchers [Paltridge (1975), Lorenz (2001), Ozawa (2003), Jenkins (2004), Goody (2007), Kleidon (2009), Pascale et al (2009), and others], concluding that a variety of irreversible processes are taking place continuously, which are described by the entropy production rate. Ozawa et al [2003], reviewing the maximum entropy production principle, have calculated a global entropy budget for the Earth [see table 7], based on in-coming and out-going radiative energy fluxes, and on the temperatures at the surface of the Sun, at the top of the Earth’s atmosphere and at the surface of the Earth.

<table>
<thead>
<tr>
<th>Process</th>
<th>Power Density (W/m²)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Solar short-wave radiation absorbed by the Atmosphere</td>
<td>0.387</td>
</tr>
<tr>
<td>Solar short-wave radiation absorbed at the surface of the Earth</td>
<td>0.469</td>
</tr>
<tr>
<td>Convection and turbulent processes in the Atmosphere</td>
<td>0.046</td>
</tr>
<tr>
<td>Long-wave radiation from the Earth’s surface absorbed by the Atmosphere</td>
<td>0.018</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td><strong>0.900</strong></td>
</tr>
</tbody>
</table>

[Source: Ozawa et al 2003, American Geophysical Union]

Table 7 Global Entropy Budget for the Earth.

Clearly, at the global level, entropy production and change constitute the natural state of affairs, and one might hazard that this would percolate in some way towards and among the
subsystems of the Earth – atmospheric, hydrologic, geologic, carbon and biotic cycles.

In respect of life, the carbon cycle is vitally important. The diagram at figure 53 sets out a very simple summary of the stocks and flows of carbon, circa 1990.

![Diagram of carbon cycle](image)

Anthropogenic emissions apart, exchange of carbon through respiration, litterfall and photosynthesis for soil and vegetation, and through losses and uptake of the oceans, is approximately in balance, but subject to changes in solar and other activity. Continuing anthropogenic emissions, however, throw the system significantly out of balance, with the atmosphere initially accumulating the excess carbon in the form of carbon dioxide, unmatched by an immediate sink to reduce the level back down again. One might expect that the Earth’s subsidiary systems would each react in some individual, unspecified way to meet the position over time, transferring some of the carbon elsewhere within the Earth’s ambit, such as the oceans. Figures of Global Carbon Budget 2014 [Le Quéré, R et al] indicate that fossil fuel and cement carbon emissions have risen further, from 6.1 GtC p.a. in 1990 to 9.9 GtC p.a. in 2013, adding to the atmosphere.

The last two decades have seen an escalating interest in the effects of climate change as summarised by IPCC [Intergovernmental Panel for Climate Change], and by the Stern Review [2006]. It is not the place of this paper to supplant the work done, though it is relevant to set out the main trends to date, while keeping an open mind concerning man’s understanding of the way processes work and the directions in which matters may progress; in particular, the potential for climate change to act as a constraint on economic activity, concerning production and consumption, and the potential effects of climate feedbacks such as water vapour, the albedo, land carbon, methane hydrates and permafrost [methane].

Probably the single most important indicator encapsulating the effects has been the rise of more than 1.1°C in the global average surface temperature [HadCRUT4 combined land and ocean] from the mid-19th century to the present day [see figure 54], which rise appears to be continuing, though there have been some periods of decline or flattening [late 19th century, immediate post world war II]. Figures of the Met Office Hadley Centre [HadCRUT4], indicate that the temperature anomaly continues to climb, reaching a peak in 2015 of 0.745°C, and continuing upwards into 2016.

Warmer atmosphere, land and ocean surfaces, affecting latent heat and thermal expansion, imply that changes in sea level and the extent of ice in the cryosphere may also occur. IPCC report that it was very likely the mean rate of rise of global average sea level was 2mm per year between 1971 and 2010, which rate has escalated more recently. However, between 1979 and 2012, while the annual mean Arctic sea ice extent very likely decreased by 3.5-4.1% per decade, that for the Antarctic area increased by 1.2–1.3% per decade.

Even so, IPCC report that over the last two decades both the Greenland and Antarctic ice sheets have been losing mass, glaciers have continued to shrink almost worldwide, the extent of Northern Hemisphere snow cover has decreased since the mid-20th century and permafrost temperatures have increased in most regions since the early 1980’s. It is thought that if all the ice in Greenland melted then sea level could rise by about 7m. The equivalent figure for Antarctica is over 60m. A follow on effect of a reduction in ice and snow cover is a reduction in the albedo or reflective effect, increasing the amount of solar radiation absorbed at the Earth’s surface, with a consequent effect on surface temperature.

The generally accepted origins of the rise in temperature which has occurred are those of radiative forcings, measuring the influence of factors that alter the balance of incoming and outgoing energy [in W/m²] of the Earth-atmosphere system. Contributing factors include changes in energy flux from the Sun, volcanic activity, changes in the concentrations of greenhouse gases and others, including human activity.

In respect of human activity, the predominant influences must be those impacting on changes in the atmosphere and in land use; in particular, anthropogenic emissions to the atmosphere of carbon dioxide [CO₂], methane [CH₄] and nitrous oxide [N₂O], and deforestation, the latter affecting the level of photosynthesis and hence the removal rate of CO₂ from the atmosphere. Greenhouse gases, once accumulated, by their nature tend to linger in the atmosphere for a number of years, CO₂ up to 200 years, CH₄ about 12 years and N₂O about 110 years. Water vapour on the other hand has a short lifetime in the atmosphere – of the order of hours to a week or so on average. Historic figures indicate that atmospheric concentrations of CO₂, CH₄ and N₂O have risen significantly, and at increased rates since 1960. As at September 2014 the level of CO₂ in the atmosphere stood at 395.9 ppmv.

![Graph of CO₂, CH₄, N₂O](image)

**Sources:** NASA GISS, CSIRO Cape Grim (September 2014)

**Table 8 Atmospheric concentrations of greenhouse gases.**

<table>
<thead>
<tr>
<th>Year</th>
<th>CO₂ ppmv</th>
<th>CH₄ ppbv</th>
<th>N₂O ppbv</th>
</tr>
</thead>
<tbody>
<tr>
<td>1850</td>
<td>285.1</td>
<td>801</td>
<td>275.4</td>
</tr>
<tr>
<td>1960</td>
<td>317.1</td>
<td>1263</td>
<td>291.4</td>
</tr>
<tr>
<td>2014</td>
<td>395.9</td>
<td>1792</td>
<td>326.5</td>
</tr>
</tbody>
</table>

Figure 55 shows the inexorable rise in CO₂ emissions, and table 9 is instructive of the mass of carbon dioxide now in the Earth’s atmosphere:
Table 9 Mass of CO₂ in the atmosphere.

<table>
<thead>
<tr>
<th>Year</th>
<th>Concentration</th>
<th>Mass</th>
</tr>
</thead>
<tbody>
<tr>
<td>1850</td>
<td>285.1</td>
<td>2229</td>
</tr>
<tr>
<td>2014 (CSIRO September)</td>
<td>305.9</td>
<td>3096</td>
</tr>
<tr>
<td>Net Increase 1850-2014</td>
<td>110.8</td>
<td>867</td>
</tr>
</tbody>
</table>

Assumptions:
- Mass/Volume adjustment CO₂/air 44.001/28.97 = 1.319

The net mass of 867 GtCO₂ added to the atmosphere between 1850 and 2014 can be compared to the gross cumulative mass of annual anthropogenic CO₂ generated from fossil sources for the period 1850 – 2013 inclusive, which amounted to 1,439 GtCO₂. Thus only 572 GtCO₂ (1439 – 867) or 39.7% has been re-absorbed so far at the Earth’s surface [mostly by the oceans] over the 164 years that have passed. Archer et al. (2009) confirm that the time required to absorb anthropogenic CO₂ depends upon the total amount of emissions.

The chart at figure 56 summarises the mass of CO₂ in the atmosphere over time. Changes in land use have not been included. CO₂ removed has been equated to the gross anthropogenic emissions added to the atmosphere less the net rise in atmospheric CO₂.

The chart at figure 57 illustrates the relationship between the concentration of CO₂ in the atmosphere [by volume] and cumulative anthropogenic additions of CO₂ to the atmosphere from fossil sources [by mass] from 1850 to 2013. The relationship appears to be almost linear, affected only by some removals to the Earth.

Should the human race reduce drastically, and irrevocably, its emissions of CO₂, one might expect the curve to flatten off gradually, and eventually to turn down, though possibly hundreds of years in the future. As yet there is little sign that this will occur.

A note of caution should be sounded with regard to the measurement of CO₂ in the atmosphere. From 1958 onwards accurate measurements were made possible via an analyzer at the Scripps Institute, Mauna Loa and from flask samples from other sites [The Keeling Curve]. Prior to that, only sporadic measurements had been made, with gaps of some years between each. To fill the gaps in older periods many researchers rely on data from ice-cores [Etheridge et al 1996] which themselves have gaps of 6-7 years or more between each measurement. Thus annual figures going back before 1958 rely on averaging between each point, which could lead to hiding some short term trends.

For longer timescales, it is well-known that past changes in atmospheric temperature and the concentrations of greenhouse gases can be deduced with a high degree of confidence from polar ice-core paleo-climate records; temperature being related to the relative presence of isotopes, either of oxygen [δ¹⁸O] or of deuterium [D or ²H] in the water, and greenhouse gases to samples from the air bubbles trapped in the ice-cores. Figure 58 shows the variation in the temperature anomaly measured from the ice-core data obtained from the Dome C site of the European Project for Ice Coring in Antarctica [EPICA] in East Antarctica. The original core, measuring 3,190 metres deep, covers a period from the present back to about 800,000 years ago. Data are not evenly spaced [physically or in terms of time] down the core; much of the temperature data for instance is concentrated in the first 200,000 years before the present, which might explain the crowding of the line towards the right in figure 58. The temperature anomaly has varied in cycles, around 100,000 years in acidity and chemistry, and thereby creating a ripple effect onwards to the marine biotic system. According to Oceana.org, particular species that may be affected include plankton, sea snails, sea urchins, squid, and life forms that depend upon calcification to survive.
length, over a range of up to 15°C. The more recent paleo-climate record indicates that the temperature anomaly may be at or about the upper end of a cycle.

Parrenin et al [2013] have revisited the ice-core data in an attempt to resolve this problem. In an ice-core, temperature and CO₂ concentration are not read off at the same levels of the core. The researchers developed a different method to measure different ages of gas and ice, by reference to the presence of a nitrogen isotope [δ¹⁵N] in the core. They could find no significant asynchrony between gas concentrations and temperature data, indicating that Antarctic temperature did not begin to rise hundreds of years before the concentration of atmospheric CO₂, as was suggested by earlier studies. Nevertheless, in the writer’s view, more research in this area would be of great value to add confidence to any conclusion.

Tripati et al [2009] confirm that atmospheric CO₂ is closely coupled with both temperature and sea-level, though for periods earlier than 800,000 years the position is much less certain. They estimate that during the middle Miocene [around 11-16 ma] CO₂ levels were similar to those of the present time; temperatures were 3-6°C warmer and sea level was 25-40 metres higher than at present.

With regard to more recent trends, a paper of Lockwood & Fröhlich [Proc.R.Soc.2007 463] concluded that while the Sun has been a significant influence on both pre and post-industrial climate changes, the observed rise in global temperature after 1985 cannot be ascribed to solar variability. Svensmark and Friis-Christensen [Danish National Space Centre], however, reply to the Lockwood & Fröhlich paper by the use of an inversion of cosmic ray flux as an index of solar activity, and consider that the Sun still appears to be the main forcing agent in climate change. The author defers to experts in the field as to the weight to be attached to the Svensmark and Friis-Christensen reply.

From all of the foregoing, it is apparent that from 1850 to the present time there has been a coupling between the concentration of CO₂ in the atmosphere and cumulative anthropogenic emissions of CO₂ arising from burning fossil fuels [see figure 61]. Further, that an increase in atmospheric temperature occurred over the same period which, for more recent periods, cannot be explained purely by solar variance. It is reasonable to conclude that anthropogenic emissions of CO₂ do have some relation to, and influence on, the level of atmospheric temperature. Figure 61 illustrates the relationship [A similar chart is presented at figure SPM10 of the IPCC WGIAR5 summary for policymakers, but including only decadal points].
Continuing further, readers may note first, from the charts at figures 5 and 55, that anthropogenic CO₂ emissions have followed a very similar path to that of the rapidly escalating rise of world primary energy consumption, though subject to any changes in fuel mix, in particular towards renewable energy. The International Energy Agency [World Energy Outlook 2013] report however that as of 2013 the share of fossil energy in the global mix was 82%, the same as it was in 1988, 25 years previously. On this basis it is reasonable to conclude that emissions of CO₂ are still strongly related to primary energy consumed. Figure 62 summarises changes in the ratio of world CO₂ emissions to primary energy consumption. The ratio declined to about year 2000, but thereafter has increased a little.

Second, energy consumption is also related to GDP through changes in energy intensity of use [primary energy consumption per $ of GDP]. Figure 6 illustrates declining energy intensities for the developed economies, but offset by fairly level energy intensities for developing countries, with the result that, overall, world primary energy consumption per head of human population continues to rise, as shown in figure 63. Should developing countries subsequently emulate the developed countries in reducing their energy intensity ratio, then one might expect the curve in the chart to curl further to the right. Figure 64 shows the net effect to date on the global energy intensity ratio.

Combining all the effects of all these trends, then figure 65 shows the trend of the world annual and cumulative emissions intensity ratios kgCO₂ per $ GDP [1990 prices] 1850 – 2013, and figure 66 shows the relationship of cumulative emissions of CO₂ to cumulative world GDP 1850 – 2013. The Maddison study from which the GDP figures are taken provides only four estimates of world GDP prior to 1950, when GDP [at 1990 prices] was then $5.336 billion. For the purposes of the charts, annual GDP figures in between each of the pre-1950 Maddison GDP estimates [1940, 1913, 1900 and 1870] were approximated on an interpolated basis. This was a reasonable procedure to take, as the pre-1950 figures for cumulative world GDP were small, relative to those after 1950, and do not significantly affect the accuracy of the longer-term trend.
Extrapolations of the trend lines at figure 67 correspond to continue growing double in the space of two decades or so and rapidly escalate current trends, cumulative emissions to the atmosphere could change in efficiency and switches to non-fossil energy, such as to thereby cumulative CO₂ emissions. Changes in efficiency and switches to non-fossil energy, such as to appetite for GDP, for a given increase in cumulative GDP and increasing significantly in order to fuel a growing anthropogenic impact. Third, because the world's energy consumption rate is still escalating as the years go by. Figure 67 illustrates this effect. On current trends, cumulative emissions to the atmosphere could double in the space of two decades or so and rapidly escalate thereafter, assuming that energy consumption and GDP are able to continue growing.

Extrapolations of the trend lines at figure 67 correspond approximately to the higher end scenario ranges set out by IPCC [Representative Concentration Pathways RCP6.0 and RCP8.5, Table TS1 WGIII AR5], with cumulative emissions between years 2011-2100 approaching 3620 – 7010 GtCO₂, along with a temperature anomaly range of 3.1 - 4.8°C [relative to 1850 – 1900], though IPCC indicate that with appropriate actions to mitigate climate change [RCPs 2.6 and 4.5] the temperature anomaly might be reduced to a range 1.5 – 2.9°C. They indicate, however, that this would require a significant reduction in the level of projected cumulative world emissions to the atmosphere between years 2011-2100, to a range of 630 – 3340 GtCO₂.

Figure TS.7 IPCC WGIII AR5 technical summary sets out variations of four main factors linking to carbon production: world [human] population, GDP per capita, energy intensity of GDP and the carbon intensity of energy consumption. Superimposed on these factors are divisions by main geographic area, and subdivisions by energy sector and by consumer, such as transport, residential and industry, with a projection of emissions of each of the gases [CO₂, CH₄, N₂O] into the future. The exercise was carried out by several agencies, and included scenario variations such as conventional or abundant gas and many others. In all, more than 160,000 projections were made. In respect of population, the projected variants reflected much of what is set out in this paper with regard to UN estimates of human population growth. With regard to estimates of future GDP per capita, however, the majority of the IPCC model projections made are of the exponential kind, forever into the future, albeit with varying growth rates assumed, generally in a range of 1 - 2%/year compound, against a historic trend of 1.4%, implying world GDP per capita in 2100 in the range 2½ - 8½ times the level in 2013.

Some of the models in the IPCC projections [Pik and IIASA] make use of Cobb-Douglas and Augmented Solow models, which project forward exponentially only the capital and labour/human capital cost components of GDP, and make no reference to the productive contribution of the resources consumed [other than the ratio of energy consumed per unit of GDP]. It will be recalled however that the work of Ayres and Hümmler showed that traditional economic theory explained very little of growth compared to natural resource energy, with around two-thirds of productivity in fact arising from energy consumption and only a small percentage from human labour.

It will be a matter of evidence therefore as to the extent to which world GDP per capita will be able to grow in the face of an escalating effect from first, climate change, impacting on the ability of the eco-system and humanity to cope with the changes, and second, potential limits on the amounts of resources that will be available [energy and other forms] that have been highlighted in this paper; the evidence of trends in world human population growth alone indicating, perhaps subconsciously, a potential ceiling in about 2050. Exponential growth in a finite and dynamic world cannot be assumed. A discussion of this prospect is set out in the final part of this paper.

IPCC have set out an analysis of major areas in specific parts of the world expected to be affected by climate change, which analysis the author would not challenge. The areas included:

- **Physical systems:**
  - Glaciers, snow and ice
  - Rivers, lakes, flooding and drought
  - Sea level and coastal erosion
- **Biological Systems:**
  - Terrestrial ecosystems
  - Marine ecosystems
  - Wildfire
- **Human & managed systems:**
  - Food production
  - Livelihood and health
  - Economics

Specific effects include:
- Reduced glacier mass and forest cover
- Reduced crop yield – particularly wheat and maize
- Increased precipitation towards the poles
- Increased drought in temperate zones
- Increased flooding in tropical zones and low lying lands
- Movement and displacement of some species to track climate change
- Under-nutrition
- Food & water-borne infections
- Extreme weather events
- Mental health and violence
- Increased insecurity, nationally and internationally
- Conflict, land grabs and resettlements

On the evidence to date, further significant rises in global air temperature and water levels will occur, which ultimately will cause a reduction in output to some if not many economies through a loss of agricultural farming capacity, loss of habitation located in low-lying areas liable to sea flooding, and entail a consequent large-scale write-off of capital stock. Of more concern, however, is the effect on the eco-system, which humankind has previously mostly ignored, and which will affect the quality and quantity of natural capital, which in turn will impact on sustainability.

There is of course nothing initially to prevent world economies continuing along a 'same as usual' path, with governments endeavouring to satisfy their populace by delivering economic growth and the wherewithal to service debt, but in the absence of concerted action among the international community to reduce fossil energy consumption, ultimately the Earth will do it for us, in ways that individually may not seem fair to humankind, and with a lasting effect. On present trends, it appears likely that action at best may be of a delayed, iterative kind in response to accumulating environmental disasters, affecting individual areas and countries in the world.

Table 10 summarises current and cumulative emissions by major country, along with figures of population, GDP and primary energy consumption, and the ratios connecting all these variables. It is reasonable to assert that countries with high emissions, currently and historically, are those more likely to be impacting on anthropogenic contributions to global warming. Sixteen countries, headed by China and USA, account for 76% of current global emissions [2013], 71% of cumulative emissions [1965-2013], 75% of primary energy consumption [2013] and 70% of world GDP [2013], but only 59% of population [2013].

On a cumulative basis, Poland, South Africa, Australia, Ukraine and the Netherlands have also been high emitters; and Saudi Arabia, USA, Canada and South Korea currently have very high emissions per capita.

It is perhaps inevitable that some countries may be less committed to change than others, and some may feel that their response should be less than others by virtue of history and their relative economic development. Nature, however, makes no such distinction.

### Table 10 CO₂ output, Primary energy consumption, GDP and Population 2013

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MCO₂pa</td>
<td>MCO₂pa</td>
<td>ICOC₂pa</td>
<td>ratio</td>
<td>mm toe pa</td>
<td>Kgco₂S²</td>
<td>bn $ pa</td>
<td>mn</td>
<td>$ pa</td>
<td>$/toe</td>
<td>Kg/S</td>
</tr>
<tr>
<td>China</td>
<td>9524.3</td>
<td>149550</td>
<td>7.02</td>
<td>3.339</td>
<td>2852.4</td>
<td>0.1765</td>
<td>16158</td>
<td>1357.4</td>
<td>11904</td>
<td>2.101</td>
<td>0.5994</td>
</tr>
<tr>
<td>USA</td>
<td>5931.4</td>
<td>26979</td>
<td>18.76</td>
<td>2.618</td>
<td>2265.8</td>
<td>0.1349</td>
<td>16800</td>
<td>316.1</td>
<td>53148</td>
<td>7.168</td>
<td>0.3531</td>
</tr>
<tr>
<td>India</td>
<td>1931.1</td>
<td>34309</td>
<td>1.54</td>
<td>3.246</td>
<td>595.0</td>
<td>0.0678</td>
<td>6774</td>
<td>1252.1</td>
<td>5410</td>
<td>0.475</td>
<td>0.2851</td>
</tr>
<tr>
<td>Russia</td>
<td>1714.2</td>
<td>53287</td>
<td>11.95</td>
<td>2.452</td>
<td>699.0</td>
<td>0.2020</td>
<td>3461</td>
<td>143.5</td>
<td>24118</td>
<td>4.871</td>
<td>0.4953</td>
</tr>
<tr>
<td>Japan</td>
<td>1397.4</td>
<td>54548</td>
<td>10.98</td>
<td>2.948</td>
<td>474.0</td>
<td>0.1025</td>
<td>4624</td>
<td>127.3</td>
<td>36324</td>
<td>3.723</td>
<td>0.3022</td>
</tr>
<tr>
<td>Germany</td>
<td>842.8</td>
<td>48020</td>
<td>10.46</td>
<td>2.593</td>
<td>325.0</td>
<td>0.0930</td>
<td>3494</td>
<td>80.6</td>
<td>43350</td>
<td>4.022</td>
<td>0.2412</td>
</tr>
<tr>
<td>South Korea</td>
<td>768.1</td>
<td>15539</td>
<td>15.30</td>
<td>2.831</td>
<td>271.3</td>
<td>0.1630</td>
<td>1694</td>
<td>50.2</td>
<td>33147</td>
<td>5.404</td>
<td>0.4616</td>
</tr>
<tr>
<td>Saudi Arabia</td>
<td>632.0</td>
<td>12150</td>
<td>21.94</td>
<td>2.776</td>
<td>227.7</td>
<td>0.1469</td>
<td>1550</td>
<td>28.8</td>
<td>53819</td>
<td>7.906</td>
<td>0.4077</td>
</tr>
<tr>
<td>Iran</td>
<td>630.6</td>
<td>12167</td>
<td>8.15</td>
<td>2.585</td>
<td>243.9</td>
<td>0.2021</td>
<td>1207</td>
<td>77.4</td>
<td>15594</td>
<td>3.151</td>
<td>0.5225</td>
</tr>
<tr>
<td>Canada</td>
<td>616.7</td>
<td>24436</td>
<td>17.52</td>
<td>1.853</td>
<td>332.9</td>
<td>0.2189</td>
<td>1521</td>
<td>35.2</td>
<td>43210</td>
<td>9.457</td>
<td>0.4055</td>
</tr>
<tr>
<td>Brazil</td>
<td>541.1</td>
<td>12645</td>
<td>2.70</td>
<td>1.905</td>
<td>284.0</td>
<td>0.0943</td>
<td>3012</td>
<td>200.4</td>
<td>15030</td>
<td>1.417</td>
<td>0.1796</td>
</tr>
<tr>
<td>Indonesia</td>
<td>523.3</td>
<td>9008</td>
<td>2.09</td>
<td>3.102</td>
<td>168.7</td>
<td>0.0706</td>
<td>2388</td>
<td>249.9</td>
<td>9556</td>
<td>0.675</td>
<td>0.2191</td>
</tr>
<tr>
<td>UK</td>
<td>513.4</td>
<td>30286</td>
<td>8.01</td>
<td>2.567</td>
<td>200.0</td>
<td>0.0862</td>
<td>2320</td>
<td>64.1</td>
<td>36193</td>
<td>3.120</td>
<td>0.2213</td>
</tr>
<tr>
<td>Mexico</td>
<td>499.4</td>
<td>13616</td>
<td>4.08</td>
<td>2.656</td>
<td>188.0</td>
<td>0.0933</td>
<td>2014</td>
<td>122.3</td>
<td>16468</td>
<td>1.537</td>
<td>0.2480</td>
</tr>
<tr>
<td>Italy</td>
<td>383.1</td>
<td>19634</td>
<td>6.41</td>
<td>2.412</td>
<td>158.8</td>
<td>0.0774</td>
<td>2052</td>
<td>59.8</td>
<td>34314</td>
<td>2.656</td>
<td>0.1967</td>
</tr>
<tr>
<td>France</td>
<td>358.6</td>
<td>21314</td>
<td>5.84</td>
<td>1.552</td>
<td>248.4</td>
<td>0.1019</td>
<td>2437</td>
<td>66.0</td>
<td>39924</td>
<td>3.764</td>
<td>0.1582</td>
</tr>
<tr>
<td>Rest of World</td>
<td>8259.9</td>
<td>321253</td>
<td>2.85</td>
<td>2.585</td>
<td>3195.5</td>
<td>0.1053</td>
<td>30522</td>
<td>2890.4</td>
<td>10490</td>
<td>1.104</td>
<td>0.2721</td>
</tr>
<tr>
<td>World</td>
<td>35094.4</td>
<td>1058771</td>
<td>4.93</td>
<td>2.757</td>
<td>12730.4</td>
<td>0.1250</td>
<td>101828</td>
<td>7124.5</td>
<td>14293</td>
<td>1.787</td>
<td>0.3466</td>
</tr>
</tbody>
</table>

Source: BP Statistical Review, World Bank
In the first paper it was highlighted that everything on Earth is subject to the Laws of Thermodynamics and the generation of entropy, and that we humans are no exception to this. Subsequently, the theme was developed that human economic processes mimic the Laws of Thermodynamics in several ways: first when comparing economic flow to gas systems, second the similarity between the economic concept of utility consumed and entropy generated out of consumption, and third, the structure of economic production and consumption process set against the workings of chemical thermodynamic processes. Economist Paul Samuelson drew attention to the subject, when he pointed to the Le Châtelier Principle and classical thermodynamics to explain the constrained maximisation problem, and although he did not live to proceed on to develop the notion of entropy his thought was certainly an intuitive one, well in advance of his time.

Economic expenditure on consumption involves the generation of entropy, and both individual humans and manufactured capital, through a lifetime of service, ultimately also degrade, entailing irreversible production of entropy. It’s a fact of life.

One of the main conclusions of these two papers is that the rate of economic entropy production in an economic system can be equated to a logarithmic function of potential economic demand activity \( V \), modified by the level of any supply constraints \( X \) acting upon it. Thus, in a similar presentation to the Boltzmann equation, economic entropy activity can be enshrined as:

\[
S = k \ln \left( \frac{V}{X} \right) \quad \text{[where } k=1 \text{ for an economic entity]}
\]

or

\[
dS = \left( \frac{dV}{V} \right) - \left( \frac{dX}{X} \right)
\]

Empirical evidence, concerning money and employment set out in the first paper lent support to this relationship with regard to the US and UK economies, and this paper examined the dynamics of a non-renewable resource such as oil, with the proportion of reserves used to date equating to a gathering constraint.

Other constraining forces could also impact on the above relationship, in particular those arising from outside the economic process, such as climate change and man’s impact on the ecosystem and renewable resources, ultimately degrading the sustainability of natural capital.

Turning now to the neo-classical approach to economics; sustainability in an economic system in practice boils down to maximisation of utility, as a function of economic consumption and output, leading to the accumulation of manufactured capital owned by humans. In respect of natural capital, it is assumed that either it does not impose a constraint on human economic activity, or that unlimited substitution can be made between human-engineered capital and natural capital. Thus the only constraint placed upon economic consumers is that of a budget constraint – how much they have available to spend at any time – being dependent only upon human economic management. At first sight, therefore, it could be argued that maximising the consumption of utility just follows the Laws of Thermodynamics, seeking to maximise entropy production through consumption of goods and services; with projections of the future being made on the basis of extensions of growth of the human populace and of manufactured capital alone.

This says nothing about potential constraints imposed by outside systems, however, such as resources or the environment, which may have a bearing on consumers’ choices. It is just assumed that these can if necessary be replaced or circumvented over time by human ingenuity through the economic process, or be treated as one off ‘external shocks’. A production function that included only humans and manufactured capital would be useless without resources, and a projection into the future would be meaningless.

To be fair, consideration of resource and environmental constraints has been a periodic, transient visitor to the economic world in the past, but which has eventually been shunted to the side-lines as humanity has found a way round. Peak oil in the USA has come and gone twice, and the green revolution has put off what many thought would be a limit to world food production. While a Malthusian would say that a finite world might, in the ultimate, impose potential constraints upon the level of activity of humankind, an optimist would place faith in human ingenuity in the process.

In 1972 the Club of Rome published the results of a dynamic feedback model of the global system [Limits to Growth: Meadows, Randers et al – since updated to 2005], though this met with considerable resistance from the economic world at that time, and subsequently was largely put to one side as world economic activity continued unabated. More recently Sverdrup et al [2011] have devised a World Model 5 based on similar dynamic modelling principles, though it remains to be seen as to how seriously the economic world will take this. More work will likely need to be done, and on a broader and larger scale, if it is to have any impact at all on conventional economic wisdom.

If it is accepted that human driven economic systems seek to maximise entropy production in some manner, as do other Earth systems, then one might proceed further to consider the question of whether such a goal is consistent with sustainability of both economic and ecological systems. The evidence appears to indicate that the world is gradually moving from a position where the only constraints to economic growth have been those arising from human economic management, to a position where natural capital is progressively being seen as a potential constraint in the scheme of things. Moreover, because natural capital is complex and involves some long timescales, the current position has been developing for some time without humankind being generally aware of the situation.

Neo-classical economics is not able to cater for this change in affairs, primarily because it is built on the notion of a circular flow of value between labour and manufactured capital alone, with little or no recognition that true value ultimately comes from resources and from natural capital, albeit that humankind provides the intelligence and management to harvest and garner these treasures. This has meant that until recently ecological economics has been regarded overwhelmingly as a side issue to mainstream economic thought. A considerable shift in accepted wisdom is needed, away from a viewpoint that science has little or nothing to offer economics, towards structuring around disciplines incorporating terms and measures that relate to current accepted scientific understanding of the way the world works.

At a wider level humankind is only just beginning to comprehend how complex the eco-systems of planet Earth are, and what Homo Economicus may be doing to move them away from their equilibrium position, perhaps irreversibly. Numerous species of animate life are now threatened with decimation and some with extinction. Would Darwin, credited with the theory of
evolution, have contemplated such a significant acceleration in extinction rates over such a short time?

Perhaps the biggest constraint that now exists is the sheer size of the human population that has grown on the back of economic capital, based on the consumption of non-renewable and renewable resources. And here evidence is now coming to the fore that perhaps, unconsciously, humanity is beginning to acknowledge both its effect on the world system, and in reverse, the effect of the world system on humanity. Growth in the human population is beginning to slow down to the point at which it may eventually decline. While much of this could be pointed to dramatic improvements in healthcare, if resource availability and world ecological problems did not pose potential constraints, would not human population advance its horizon even further? The evidence suggests perhaps a more cautious view of the future, with ‘peak humanity’ on the horizon.

In respect of non-renewable resources, it would appear currently that peak oil has arrived, modified only by the impact of fracking in the USA. Peak coal may occur from the present to three decades away, with peak gas being up to three decades away. Nuclear power, under current technology, may have the same horizon. The production of metals and minerals, such as steel [iron], cement, aluminium and others, vital to economic activity, is dependent upon the consumption of large amounts of non-renewable energy. On the other hand, one cannot discount entirely the possibility that further resource discoveries and technologies may come about to add to the remarkable developments of the last two centuries.

Turning now to renewable resources, a number of alarm bells are beginning to ring. Growth in world water withdrawals is beginning to slow down, and baseline water stress is rising significantly in particular areas of the world. The amount of arable land per head of population has been declining significantly, mostly owing to the rise in population. Soil erosion and degradation is on the increase, impacting on the residual amount of cropland available to grow crops. Despite these negative signs, food supply per capita worldwide is still increasing, particularly that of meat. That food supply has been able to grow, thus supporting population growth, has been owing to the green revolution, based on the use of irrigation, fertilisers and pesticides to increase yields. Fish production is still rising, though three-quarters of stocks are now regarded as being in the fully-exploited to depleted range. Other than hydro-electric power, renewable energy sources have yet to make a significant impact.

The world’s food supply to humans via trade across land and oceans, however, is heavily dependent upon the consumption of non-renewable energy, in particular, oil. Without the latter, many people will have to find alternative, life changing, self-sufficient means of feeding themselves, leading to competition over land and associated resources.

All of the above leads the author to believe that tightening in the availability of resources is going to have a significant effect on future long-term growth in world GDP, even though the world energy/GDP intensity ratio is declining. On this basis growth in world economic output over the next few decades, and beyond, is going to be progressively harder and harder to obtain. The charts at figure 69 illustrate per cent growth in world population and GDP per head to the present time.

On current trends there is a high level of probability that the growth rate in world human population will continue to decline, with population peaking around 9.2 billion by 2050, three and a half decades ahead. With regard to growth in world GDP per head, however, the future is much more difficult to predict, partly because of the large spread of change per year brought about by business cycle effects and factors such as energy upheavals. Comparison with the chart of economic entropy change for the world oil industry at figure 15 for instance, reveals the same downturn points of 1973, 1980, 1990, 2000 and 2008.
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Significant variations exist regarding individual per capita economic wealth, both at international and national levels. Just ten countries account for 35% of world GDP, but only 13% of world population [source: World Bank]. It is a matter of evidence as to the geographic source of the resources funding this economic wealth. Japan for example has few natural resources, yet has managed in the second half of the 20th century to build an economy based on processing resource value imported from elsewhere, such as metal ores and energy, combined with technology know-how.

It can be readily appreciated, therefore, that those with a ‘poorer’ lot might aspire to catch up with those more fortunate, particularly if economic and technology tools are at hand to facilitate this. In the more recent past both China and India, with very large burgeoning populations, have grasped the genie that economics has offered developed economies, and are setting about becoming the manufacturing hub of the world. This involves consuming increasingly large amounts of energy and other resources. Currently these areas of the world have higher economic growth rates than those of the developed countries, though it remains to be seen as to the effect that potential resource limitations and degradation might have in the future.

From the development in the first paper, it was shown that the notion of utility in an economic sense is closely related to that of entropy, and that maximising potential entropy production is consistent with both natural processes and those arising in ‘man-made’ economic systems. A formal link between output flow and maximisation of potential entropy production can only be established however if account is taken of constraints acting upon economic systems. These constraints take the form of factors that can affect flow of output; not just a budget constraint, but specific factors that can influence whether output goes up or down. Factors identified in these two papers include not only traditional economic ones such as money supply, production capacity and employment, but those involving natural capital, such as resource constraints – both renewable and non-renewable – and those constraints arising from the ecosystem such as climate change.

From a thermodynamic viewpoint a process is more sustainable if less harmful losses of useful energy/productive content occur. This is more likely for a renewable resource, as losses generated from consumption can gradually be replaced by those of new resources entering the flow, nurtured by Nature and the Sun. However the position with a renewable resource is not guaranteed, for if over time the rate of usage inclusive of Second Law losses is greater than the rate of replacement, it is likely that the resource will gradually reduce in size, in the manner of a Law losses is greater than the rate of replacement, it is likely that the resource will gradually reduce in size, in the manner of a.

The same logic follows regarding the use of land to grow food and nurture farm animals. Consuming even more energy to produce fertilisers may improve yields, but forever reducing arable land and degrading soils in favour of production of consumptive products is a negative a factor. No amount of exponential projection of human GDP will restore the base on which food is grown. The net effect of a global policy that followed the weak sustainability path is that irretrievable natural resource depletion and ecosystem damage could escalate to a position where global constraints might force a retrenchment, if not something much more serious.

All of the above suggests that the key path to promoting strong sustainability may not be by humankind burning its way out by producing more GDP to feed its growing population in the hope that technology will solve the problem, but by consuming less. It is however quite contrary to human nature to reduce voluntarily an appetite for more, if not faced with an immediate constraint, and it is unlikely that individual nations and people would be willing to give up their way of living to the benefit of others unless, by international agreement and enforcement of such an agreement, each may be persuaded to reduce consumption if all suffer together. To date, international agreements on climate change policy, destruction of rainforests and harvesting of the oceans have not so far resulted in a significant change from the path of ‘same as usual’.

Even if action were taken, it is human nature [the entropy maximisation principle again] that humankind having made a saving in one direction, would wish to go out and use the saving for something else. Thus just reducing expenditure on a non-renewable form of energy to replace it with another ‘sustainable’ form may leave GDP proceeding apace, but the threat of more population and short-term consumption of other resources such as food and potential overloading of the ecosystem would remain.

In times past, the most effective occurrences that have persuaded both governments and populace to pull together to solve a problem have been in times of war and of recession/depression with reduced income. These were times when the populace experienced ‘real’ pain from a constraint or force, as opposed to being told that a ‘threat’ of pain might occur in some period ahead.

Human actions to ensure a high level of strong sustainability rest on the populace of all countries taking a much longer term view than hitherto has been the case, based on continued review and research into links between human and ecological systems. Nevertheless the advent of modern communications has meant that most people in the world are by now aware of the problem, even if singly and collectively they have so far done little to change their ways. Ingenuity and thought may play a part in the solution, but technology on its own will not provide an answer.

All this suggests that possibly a more likely outcome in the decades to come is eventually some reduced sustainability of natural capital, affecting carrying capacity, with an associated effect on human activity, a levelling out or even a decline in population and, over time, adjustment of economic output to levels commensurate with prevailing constraints.

For example, draining marine life from some oceanic areas [including removing seabed life via trawling] to a level where the stock biomass has negative marginal growth affects reproduction, with an ensuing decline in stock levels, which may also affect other higher and lower level species in the aquatic system. It follows that if the human population continues to grow alongside a declining marine stock, then at some point particular oceanic areas could become barren and reduce their support to human life and other living forms.
Notes

Solution to Logistic Equation

The general solution to a logistic reserve equation is as follows:

\[ N_c = \frac{RN_c \phi e^{rt}}{R + N_c (e^{rt} - 1)} \]

Where \( N_c \) is the cumulative reserve used up, \( R \) is the total proven reserve, \( N_{c0} \) is the starting cumulative reserve used up, \( t \) is time and \( \phi \) is the intrinsic frequency rate of consumption per time interval.

Reserve Entropy

Let the volume flow arising from remaining reserves be equated to:

\[ V_R = R \phi b \]

where \( R \) is the total proven reserve, \( \phi \) is the frequency rate and \( b \) is the proportion of remaining reserves to total reserves.

Hence the volume flow that will no longer available is equated to:

\[ V_c = R \phi (1 - b) \]

From our entropy relationship, the incremental entropy change will be equated to:

\[ dS_{\text{reserve}} = \left( \frac{dV}{V} \right)_R - \left( \frac{dV}{V} \right)_C \]

Substituting, and remembering that \( R \) and \( \phi \) will both cancel out, we have:

\[ dS_{\text{reserve}} = \left( \frac{db}{b} \right)_R - \left( \frac{-db}{1-b} \right)_C \]

Thence:

\[ dS_{\text{reserve}} = \left( \frac{db}{b(1-b)} \right) \quad \text{Or:} \]

\[ (S_2 - S_1)_{\text{reserve}} = \ln \left( \frac{b_2}{b_1} \right) \left( \frac{1-b_2}{1-b_1} \right) \]
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